
those of polycrystalline switchable mirrors evaporated on sapphire8

(A. T. M. van Gogh, manuscript in preparation). Such films are not
epitaxial but only show a texture with the c-axis out of plane.
Although in situ X-ray studies revealed the existence of two coex-
isting phase regions (Y–YH2 and YH2–YH3), no optical inhomo-
geneity was observed8. This is most likely to be due to the small size
of their domain structure17,18.

The self-organized, switchable tile pattern of epitaxial switchable
mirrors suggests potential applications. A switchable mirror can be
integrated in an all-solid-state device6 (P. van der Sluis et al.,
manuscript in preparation), so the switching tiles could be treated
as individually addressable pixels in an optical display. Furthermore,
the reversible, dramatic out-of-plane height variation (9.3%) offers
potential for high-load (in the order of GPa) micromechanical
actuators of far smaller dimensions than devices based on piezo-
electric expansion.

One of the prerequisites for such devices is a dense and regular
pixel pattern with a tunable domain size. One way to tune the
domain size follows from Fig. 4 which shows that ridge spacing d
and ridge height h increase linearly with film thickness t. The
observed trend and magnitude can be understood in terms of a
partially clamped film, in which the stress relaxation caused by one
ridge has a limited functional range. The ridge network is created by
the 0.8% in-plane expansion during the Y–YH2 transition: the
constraint by the substrate leads to large compressive stresses which
are released by pushing some material outward in the form of
ridges7. The measured volume of the ridges accounts for all the
excess material. At the same time, the relatively wide spacing (in the
order of mm) of the ridges implies significant in-plane material
transport. This occurs through gliding of the plastic metallic film
over the rigid substrate and release of the excess material at the
ridges by plastic deformation. The onset of film sliding is deter-
mined by a critical shear gi between the film and the substrate.
Analogously, the onset of ridge creation is determined by a critical
stress jr. As soon as a given ridge is formed, it instantaneously lowers
in its vicinity the average compressive stress j(x), just as a crack
reduces local tensile stress19. Assuming a constant critical interface
shear gi, the stress j(x) increases linearly away from the ridge, until
it reaches the critical value jr at a certain distance. If the stress relief
at the ridge is maximum, it follows that one ridge has a limited
functional range around it, given by d = 2t(jr/gi): the separation
between the ridges d depends on the film thickness t scaled by the
ratio 2jr/gi. For any chosen crystal plane at an angle a with the film
plane, jr corresponds to a critical shear gp = jr cos(a)sin(a) along
this plane. This yields d = Ct with C = 4(gp/gi)/sin(2a). Assuming
gp < gi, we find that C * 4 for any plane. For hexagonal yttrium, a
plausible choice is the (11̄02) twinning plane, at an angle a of 42.28
with the film surface (using measured lattice spacings7). This
particular plane yields C = 4, consistent with the measured value
of 3.7 6 0.6 (see Fig. 4b). Moreover, a double twin (see Fig. 4a)
creates asymmetric ridges with a steepest slope of 2(45 − a) = 5.6
degrees, in nice agreement with the measured (see also Fig. 3)
average steepest slope of (5.8 6 0.2) degrees.

Thus a fundamentally and technologically very attractive
behaviour occurs in epitaxial switchable mirrors: single-domain
phase switching. The effect takes place because the first loading of an
epitaxial YHx/CaF2 film generates a self-organized, closed ridge
structure which blocks hydrogen diffusion and accommodates
completely plastic deformation. The domains defined by the ridge
network switch homogeneously and independently. The possibility
of generating a tunable, dense pattern of switchable pixels opens the
way to solid state displays based on switchable mirrors. M
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The ability to cool and slow atoms with light for subsequent
trapping1–3 allows investigations of the properties and interac-
tions of the trapped atoms in unprecedented detail. By contrast,
the complex structure of molecules prohibits this type of manipu-
lation, but magnetic trapping of calcium hydride molecules
thermalized in ultra-cold buffer gas4 and optical trapping of
caesium dimers5 generated from ultra-cold caesium atoms have
been reported. However, these methods depend on the target
molecules being paramagnetic or able to form through the
association of atoms amenable to laser cooling6–8, respectively,
thus restricting the range of species that can be studied. Here we
describe the slowing of an adiabatically cooled beam of deuterated
ammonia molecules by time-varying inhomogeneous electric
fields9,10 and subsequent loading into an electrostatic trap. We
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are able to trap state-selected ammonia molecules with a density
of 106 cm−3 in a volume of 0.25 cm3 at temperatures below 0.35 K.
We observe pronounced density oscillations caused by the rapid
switching of the electric fields during loading of the trap. Our
findings illustrate that polar molecules can be efficiently cooled
and trapped, thus providing an opportunity to study collisions
and collective quantum effects in a wide range of ultra-cold
molecular systems11–14.

Adiabatic cooling in an expansion can be used to obtain high
densities of cold molecules. In pulsed molecular beams, densities on
the order of 1012 molecules per cm3 in a single quantum state at
translational temperatures of 1 K are readily achieved. Typical
velocities in a molecular beam are in the 250–2,000 m s−1 range,
however, preventing trapping of these dense low-temperature
samples in the laboratory frame. Various methods are currently
being explored to translate the high phase-space densities from the
moving frame of the molecular beam to the laboratory frame9,10,15–17.
Once molecules are present at sufficiently low kinetic energies they
can be trapped in various ways, for instance, by using the rather deep
traps (,1 K) that can be formed with inhomogeneous magnetic18 or
electric fields19.

Our approach to slowing down and trapping a beam of neutral
molecules exploits the interaction of dipolar molecules with electric
fields. The experimental set-up consists of a compact molecular
beam machine, schematically indicated in Fig. 1. A pulsed beam of
ND3 is produced by expanding a mixture of less than 1% ND3

(where D is deuterium) in Xe into vacuum, using a modified
solenoid valve. Seeding of ND3 in the heaviest rare gas, together
with cooling of the pulsed valve, results in a mean beam velocity of
280 m s−1 (kinetic energy Ekin = 66 cm−1). The velocity spread is
approximately 15%, corresponding to a translational temperature
of about 0.8 K in the moving frame. Only molecules in states that
gain Stark energy with increasing electric field, that is, molecules in
so-called ‘low-field seeking’ states, are selected in these experiments.
The only low-field seeking state populated in the molecular beam is
the |J K |M|〉 = |1 1 1〉 upper inversion level in the vibrational ground
state: approximately one-eighth of the total number of ND3 mol-
ecules is in this particular quantum state. The electric dipole
moment of ND3 is 1.5 debye (ref. 20), and molecules in this
particular level experience a positive Stark shift of 1.2 cm−1 in an
electric field of 100 kV cm−1. We selected ND3 rather than NH3 for
these experiments because the magnitude of the inversion splitting
is significantly reduced upon deuteration, resulting in a more linear
Stark effect for ND3 in the applied electric fields20.

The ND3 molecules pass through a 1.0-mm diameter skimmer
into a second, differentially pumped, vacuum chamber and fly into
a short pulsed hexapole that acts as a positive lens for the selected
ND3 molecules. After exiting the hexapole the molecules enter a 35-
cm long Stark decelerator. The decelerator consists of an array
of 63 equidistant electric field stages. When the state-selected
ND3 molecules enter a region of high electric field (typically up to
100 kV cm−1), they will gain Stark energy. This gain in Stark energy
(‘potential’ energy) is compensated by a loss in kinetic energy. If the
electric field is greatly reduced before the molecules have left this
region they will not regain the lost kinetic energy. This process is
repeated by letting the molecules pass through the series of electric
field stages, which are switched synchronously with the arrival of the
package of decelerating molecules in these stages. This provides a
method of decelerating a sample of neutral molecules while main-
taining the initial phase-space density9,10, much as is done in
charged-particle accelerators.

A second pulsed hexapole at the end of the decelerator focuses the
slow molecules exiting the decelerator into the electrostatic trap.
The trap has a quadrupole geometry19 and a cut through the centre
of the trap is shown in the upper part of Fig. 2. The 2-mm diameter
entrance and exit holes in the end-caps enable the molecular beam
to pass through the trap. The inner radius of the ring electrode is
5 mm. There are 2-mm diameter holes in this electrode to allow
probing of the density of ND3 molecules at the centre of the trap via
a laser-ionization detection scheme. Using the focused radiation of a
pulsed laser at 302.4 nm, only the ND3 molecules in the selected
state are multi-photon ionized21. Just before the probe laser is fired,
the voltages on the entrance end-cap as well as on the ring electrode
are switched off. A constant voltage of −400 V is applied to the exit
end-cap. The trap thus serves as the extraction region of a linear
time-of-flight mass spectrometer, and the ND3-ion signal is
recorded using an ion detector placed further downstream.

In order to transport the molecules into the quadrupole trap,
some residual velocity is required. In the lower trace of Fig. 3, the
arrival-time distribution of decelerated ND3 molecules at the centre
of the trap is shown relative to the time when the pulsed valve is
opened. No voltages are applied to the entrance end-cap and ring

Figure 1 Experimental set-up. From left to right a gas pulse of ND3 in Xe exits a cooled
(T = 200 K) pulsed valve with a mean velocity of 280 m s−1. After passage through the
skimmer the beam is collimated with a pulsed hexapole and a subset of these molecules is
subsequently slowed down upon passage through the Stark decelerator. The package of
slow molecules is focused into the electrostatic trap. Part of the ring electrode is not drawn
to allow a view of the inside of the trap. Molecules at the centre of the trap are ionized with
the laser; ions are extracted and detected with an ion detector. The flight path of the
molecules from the pulsed valve to the centre of the trap is 56 cm.

Figure 2 Configuration of the trap with the voltages as applied during loading and
trapping. In the trap, lines of equal electric field are indicated and the cloud of molecules is
sketched. The potential energy along the molecular beam axis of the ND3 molecules in the
|J K〉 = |1 1〉 state with positive Stark shift is shown for both field geometries.
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electrode. In this particular case, the Stark decelerator is set to
decrease the kinetic energy of the ND3 molecules by about 0.9 cm−1

per electric field stage, starting from an initial mean velocity of
260 m s−1 (Ekin = 57 cm−1). It should be noted that only 1% of the
ND3 molecules in the molecular beam that are in the right
quantum-state are also in the region of phase-space that is accepted
by the Stark decelerator with these settings. The mean velocity of the
package of slow molecules arriving at the centre of the trap at 7.7 ms
is 13 m s−1 (Ekin = 0.13 cm−1), and has a relatively narrow velocity
spread of 2 m s−1 at full-width half-maximum (FWHM). The latter
corresponds to a translational temperature in the moving frame of
the order of 2 mK.

To load the trap, the voltages on the trap are applied asymmet-
rically, as shown in Fig. 2. The ND3 molecules thus have to climb a
last potential hill, and are brought to a standstill near the centre of
the trap. The measured density of the ND3 molecules at the centre of
the trap as a function of time in this field geometry is shown in the
middle trace of Fig. 3. As expected, the molecules are observed to
reach the centre of the trap somewhat later. Basically, the data
show the reflection of the slow molecules from the repulsive wall
(‘concave mirror’) of the trap.

To actually trap the molecules, we switch the voltage on the
entrance end-cap to ground potential when the molecules have
come to a near-standstill inside the trap. We thereby create a (near)
symmetric electric field configuration with a minimum at the
geometrical centre of the trap. The depth of the potential well in
which the ND3 molecules are then confined is 0.24 cm−1 (0.35 K),
giving a strict upper limit to the temperature of the sample of
trapped molecules. Depending on the details of the trap-loading,

the actual temperature of the molecules in the trap might be as low
as the translational temperature originally present in the moving
frame of the decelerated molecular beam. The measured density of
ND3 at the centre of the trap as a function of time is shown in the
upper trace of Fig. 3. At early times after switching on the trap, clear
oscillations in the density with a period of 0.58 ms are observed.
These oscillations are a signature of the bouncing of the molecules
in the three-dimensional potential well when still only a relatively
small region of space is occupied by the trapped molecules. The
oscillations fade away after several milliseconds and a steady signal
from the trapped ND3 molecules remains. The actual signal
observed from the trapped molecules amounts to a few ND3 ions
per laser pulse. As ionization of the trapped ND3 molecules only
takes place in the focus of the laser beam, and as the resulting ions
have to be extracted through the 2-mm diameter hole in the exit
end-cap, the actual detection volume is less than 10−5 cm3. This
translates into a lower limit for the density of trapped, state-selected
ammonia molecules of 106 cm−3.

To determine the trapping lifetime, the ND3 density at the centre
of the trap is monitored as a function of the time elapsed since
loading of the trap. The results are displayed in the inset of Fig. 3. An
exponential decay of the number of trapped molecules with a 1/e
decay time of 0.24 6 0.04 s is observed. The measured background
pressure in the vacuum chamber is around 2 × 10−8 mbar, and
collisions with background-gas are therefore most probably respon-
sible for the observed trap-loss rate. Owing to the increased pressure
in the chamber shortly after releasing the gas pulse, the trap loss rate
is observed to be slightly higher at early trapping times.

The deceleration and trapping scheme presented here can be
applied to a large variety of neutral molecules. For this, the molecule
under study must have a sufficiently large positive Stark shift
(about 1 cm−1) in experimentally feasible electric fields (about
200 kV cm−1). Furthermore, a pulsed beam with sufficiently low
initial kinetic energy is required. On the basis of these criteria,
molecules such as OH, NH(a1D), NO, CO(a3P), H2O, NO2, H2CO
and CH3F appear to be excellent candidates for future trapping
experiments. It is expected that the trapped molecules can then be
further cooled using evaporative cooling or using laser-cooling on
ro-vibrational transitions. This opens the way for the study of
cold molecule–molecule collisions, collective quantum effects in
molecular systems, the physics of mutually interacting dipolar
molecules and many other applications already realized for
atoms18,22. M
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Figure 3 Density of ammonia molecules at the centre of the trap as a function of time. The
horizontal axis shows the time after opening of the pulsed valve. a–c, The three traces
show the ND3 density at the centre of the trap when no voltages are applied to the
entrance end-cap and the ring electrode (a), when voltages are applied as depicted for the
loading scheme in Fig. 2 (b) and when voltages are applied for loading and trapping (c).
The time that switching from the loading to the trapping scheme occurs is indicated by an
arrow. The inset shows the density of trapped ammonia molecules on a longer timescale.
The dashed curve shows an exponential curve with a 1/e decay time of 0.24 s.
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First-order phase transitions of matter, such as condensation and
crystallization, proceed through the formation and subsequent
growth of ‘critical nuclei’ of the new phase. The thermodynamics
and kinetics of the formation of these critical nuclei depend on
their structure, which is often assumed to be a compact, three-
dimensional arrangement of the constituent molecules or
atoms5,6. Recent molecular dynamics simulations have predicted
compact nucleus structures for matter made up of building blocks
with a spherical interaction field7,8, whereas strongly anisotropic,
dipolar molecules may form nuclei consisting of single chains of
molecules9. Here we show, using direct atomic force microscopy
observations, that the near-critical-size clusters formed during
the crystallization of apoferritin, a quasi-spherical protein, and
which are representative of the critical nucleus of this system,
consist of planar arrays of one or two monomolecular layers that
contain 5–10 rods of up to 7 molecules each. We find that these
clusters contain between 20 and 50 molecules each, and that the
arrangement of the constituent molecules is identical to that
found in apoferritin crystals. We anticipate that similarly unex-
pected critical nucleus structures may be quite common, particu-
larly with anisotropic molecules, suggesting that advanced
nucleation theories should treat the critical nucleus structure as
a variable.

Protein crystallization is a convenient model for studies of
molecular structures and dynamics of nucleation: protein mole-
cules’ sizes (a few nanometres) and the typical timescales for growth
(a few seconds between sequential discrete growth events) are
within the reach of current surface characterization techniques.
The molecules of our model, apoferritin10, are quasi-spherical and
consist of 24 subunits arranged in pairs along the 12 walls of a quasi-
rhombododecahedron11,12. Apoferritin crystals have a face-centred
cubic (f.c.c.) lattice, faceted by hexagonal [111] planes13,14.

We monitored large crystals for periods of several hours in the
range of supersaturations j from 0.5 to 1.6 (for experimental
procedures and definition of j, see Methods below), and detected
clusters landing on the top (111) crystal surfaces. Figures 1a and 2a,

taken a few minutes after cluster landing, show examples represen-
tative of more than 15 such events. In all cases, the molecules in a
cluster are arranged in rows of 4–8 molecules, while 3–7 rows
assemble in planar domains with an additional 2–3 rows forming a
second layer. The cluster in Fig. 1 contains two domains linked by a
longer row of about 10 molecules. The centre-to-centre distance
between adjacent molecules in a row is 13 nm, equal to that along
the close-packed 〈110〉 direction in the crystal. Furthermore, one of
the molecular rows of the cluster in Fig. 2 generates a new (111)
layer that spreads on the crystal surface to meet the crystal’s own
layer. Hence, these are clusters of apoferritin molecules, which,
unlike occurrences in other systems15,16, have the same arrangement
as in the crystal.

The quasi-planar cluster shape precludes the clusters being pieces
chopped off a large crystal. We conclude that the clusters form in the
solution bulk and then land on the monitored surface because: (1)
the clusters consist of (110) planes (Fig. 1f) rather than (111) planes,
typical of ‘two-dimensional’ nuclei of new layers replicating the
(111) molecular arrangement of the crystal surface14. (2) The
molecular rows in the cluster in Fig. 1 are at an angle to the crystal’s
〈110〉 direction. (3) The cluster and the layer originating from it in
Fig. 2 are out of registry with the crystal’s own layer causing a
boundary free of molecules or consisting of strained molecules. (4)
Often—see for instance Fig. 1e—the clusters are pushed back into
the solution by the advancing crystal layers. (5) If trapped by the
crystal layers17, as in Fig. 2e and f, a misfit boundary between the two
structures appears. Did the cluster structure change after landing,
under the influence of the translationally symmetric force exerted
by the underlying crystal? It seems not: we would expect that in such
a case there would be an exact match and continuity between the
structures of the cluster and the underlying crystal, as observed
before15,18.

Figures 1 and 2 show that molecules attach to, and detach from,
the cluster between two frames. The attachment and detachment
frequencies are comparable, which is unusual for the supersaturated
conditions of the observation (we note the fast advancing long
straight steps in Fig. 1d and e, and Fig. 2e and f). Comparable rates
of molecular attachment and detachment, and bifurcation of their
subsequent evolution into either growth or dissolution were
observed for all clusters of such sizes seen in our experiments.
Estimating the average net frequency of molecular attachment in
Fig. 1, we get about 4 molecules/43 s < 0.1 s−1 for the approximately
20 possible attachment sites at the ends of the molecular rows, or
0.005 s−1 per attachment site. This frequency is more than an order
of magnitude lower than the net frequency of attachment to a
growth site on the surface of a large crystal—0.065 s−1 (ref. 14). The
ratio of the two rates indicates that the size of the cluster in Fig. 1 is
just above the critical size. The cluster in Fig. 2 loses one layer of 6
molecules in 896 s (compare Fig. 2a and d). Hence, its size must be
just below the critical for that supersaturation. We conclude that
these are near-critical-size clusters for the phase transformation
occurring in the system, crystallization of apoferritin. Their sizes
are, respectively, larger and smaller than the critical, and their
structure should be representative of the structure of the nucleus.

The size of the near-critical cluster in Fig. 2 at j = 1.6 decreases
from about 25 to about 20 molecules during the monitoring time.
This cluster is smaller than the one in Fig. 1 at j = 1.1 which contains
about 50–60 molecules. On the average, smaller near-critical
clusters were observed at higher supersaturations. Although we do
not have sufficient statistics for a quantitative statement, these
observations agree with the predictions of the classical and
advanced treatments of nucleation1,2,19.

To eliminate possible effects of the large crystals on the nucleation
pathways, we viewed the glass bottom of the atomic force micro-
scope (AFM) cell before the formation of any crystals at j between
0.5 and about 2.5. A disordered apoferritin layer with roughly
hexagonal molecular co-ordination covers the glass. We saw numer-
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