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Quinary protein structure and the
consequences of crowding in living
cells: Leaving the test-tube behind

Anna Jean Wirth1) and Martin Gruebele1)2)3)�

Although the importance of weak protein-protein inter-
actions has been understood since the 1980s, scant
attention has been paid to this quinary structure. The
transient nature of quinary structure facilitates dynamic
sub-cellular organization through loose grouping of
proteins with multiple binding partners. Despite our
growing appreciation of the quinary structure paradigm in
cell biology, we do not yet understand how the many
forces inside the cell – the excluded volume effect, the
stickiness of the cytoplasm, and hydrodynamic interac-
tions – perturb the weakest functional protein interactions.
We discuss the unresolved problem of how the forces in
the cell modulate quinary structure, and to what extent the
cell has evolved to exert control over the weakest
biomolecular interactions. We conclude by highlighting the
new experimental and computational tools coming on-line
for in vivo studies, which are a critical next step if we are to
understand quinary structure in its native environment.
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Introduction

The complexity of the cell – jam-packedwithmacromolecules,
inherently heterogeneous, and always dynamic – has led to
widespread recognition that in vitro studies of proteins cannot

always provide physiologically relevant structural and
functional information [1]. The momentum of protein science
towards probing proteins in their native environments is
leading to a departure from the canonical protein purification-
to-characterization workflow towards more in vivo studies.
But which aspects of protein structure, folding, and function
are most likely to be modulated by the cell, by howmuch, and
to what adaptive advantage, if any?

With the caveat that living cells are never in equilibrium,
thermodynamics tells us “how much” modulation is
significant: interaction of a protein with its environment
must alter occupancy of different protein populations
significantly. A disordered protein chain poised to fold from
a state “U” (unfolded) to a state “F” (folded) upon binding a
partner will switch from 80%U to 80% F if binding favors “F”
over “U” by just 7 kJ/mol. By comparison, a single carbon-
carbon bond in one amino acid of that protein requires 50
times more bond enthalpy to break. Teasing apart all of the
interactions between a protein of interest and the cellular
water, ions, macromolecules, and other co-solutes is
difficult. Indeed, studying protein dynamics in vivo at all
remains challenging.

The cell has evolved mechanisms to modulate proteins
from the energy scale of primary structure (�370 kJ/mol amide
bond enthalpy) to quaternary structure (20 kJ/mol hemoglo-
bin-hemoglobin enthalpy increase in normal erythrocytes vs.
sickle cells [2]). Biomolecule populations depend not just on
enthalpy, but also on entropy: reactions producing greater
disorder are favored. Thus, many biomolecular reactions have
free energy changes (combining enthalpy and entropy effects)
of just 10s of kJ/mol. For example, as strong as amide bonds
are, they actually break spontaneously in acidic water,
releasing about 10 kJ/mol of free energy [3]: the broken CN
amide bond is partly made up for by forming NH and COH
bonds, and on top of that, the two liberated peptides get to
move about more randomly.

What about even weaker interactions – weaker than two
protein surfaces binding or forming quaternary structure?
Could such extremely weak interactions play a meaningful
role in the cell? These transient protein-protein interactions
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are collectively known as “quinary structure”. Since the
1980s, quinary structure has been implicated in many cellular
processes ranging from cellular metabolism [4] to protein
translation [5]. In a few cases, illustrated in Fig. 1, the strength
of quinary interactions has been measured quantitatively in
vitro [6]. Their strength is difficult to quantify in vitro in ways
that realistically mimic the interior of cells. Consequently,
quinary structure is an area of research where in vivo study is
warranted. Only recently have techniques become available to
probe these weak transient interactions directly and quanti-
tatively in the cell. With whole cell computational modeling
becoming more feasible, the potential even exists to bridge
computation and experiment.

The aim of this Problems & Paradigms essay is to provide a
perspective on when and how quinary structure in the cell
affects folding and function of biomolecules, and especially
proteins. First, we will review forces at work in the cell. Then,
we discuss quinary structure and examples where it may play
a role. Finally, we will discuss the newest advances in in vivo
experimental methodology and whole cell modeling and
speculate on the future of the field.

The forces at work in the intracellular
environment

The intracellular environment is highly crowded – macromo-
lecular concentrations reach up to 400 g/L (or mg/mL) [1].
Such crowding by complex mixtures of biological molecules
contributes only modestly to stabilization or destabilization
of proteins, but when proteins interact very weakly to begin
with, the consequences of crowding likely play an important
role. We briefly review here how crowding, “stickiness” of
the cytoplasm, hydrodynamic forces, and water dynamics

manifest themselves from the macromolecular to the cellular
level.

How does macromolecular crowding affect
protein-protein interactions and protein folding
through the excluded volume effect?

Rather than arising from attractive intermolecular interac-
tions, the excluded volume effect depends on the size and
concentration of molecules crowding the solution. In Fig. 1,
at about 3.2 nm, the two proteins “touch”: a third protein
simply could not squeeze through between them. If they
separate by less than the diameter of the third protein, it will
still not fit through, and the volume between the pair is
excluded. Only when they separate by enough (pair on the
right) is the volume between the two proteins no longer
excluded.

The main consequence of excluded volume is that the
larger and less ordered form of a protein or protein complex –
such as the unfolded state or a non-associated dimer – is
entropically disfavored because of the lack of available space
[7]. Figure 2A demonstrates how the more compact state of a
protein is favored under crowded conditions. The excluded
volume for a given protein in solution is defined as any region
that protein’s center of mass cannot occupy [8]. As the radius
of gyration of a protein increases (such as would occur from a
transition from the folded to unfolded state) the excluded
volume increases, and the apparent protein concentration in
the left-over accessible volume is greater than the actual
concentration.

The energetic consequences of protein folding are
summarized in Fig. 2B. As more volume is excluded, the
unfolded state has no place to fit, and becomes less stable, and
the unfolded protein crosses the barrier more easily and thus
folds more rapidly. This behavior is entirely driven by the
entropy term in the free energy relation. Likewise, a compact
protein complex is favored over the separated protein
monomers – unless the leftover volumes between crowding
molecules are so small that the complex just cannot fit.

The role of crowding on protein structure and stability has
been studied extensively in vitro and in silico, and experiment
verifies the predictions of theory [9–13]. The role that the
excluded volume effect plays in biological reactions in general
was recently reviewed [14]. In the heterogeneous environment
of the cytoplasm, a given protein will be subject to a wide
range of excluded volumes of different shapes.

An approximate free energy range for the effect can be
assigned based on experimental and theoretical results. A
computational study found that at high crowder concentra-
tion, the excluded volume effect increased the stability of the
folded state by about 1–6 kJ/mol and protein-protein inter-
actions by 2.5–8.5 kJ/mol [15]. Similarly, in a model of a
bacterial cell, it was found that the stabilization of the folded
state in the crowded cytoplasm due to the excluded volume
effect was about 4–8 kJ/mol and for protein-protein inter-
actions 4–5 kJ/mol [16]. Experimentally, the folded state of
FRET-labeled yeast phosphoglycerate kinase was stabilized by
2 kJ/mol when 200mg/mL Ficoll was added to the solution
(Fig. 2C) [12].

Figure 1. The interaction free energy for two lambda repressor
fragment proteins, derived by us from small angle X-ray scattering
measurements that look at how much proteins tend to cluster
together as their concentration is increased. These proteins do not
form quaternary structure or tightly bound dimers. Nonetheless, at a
center-to-center separation R of 3.2 nanometers, the proteins
“sticking” to each other with a small free energy release of 4 kJ/mol.
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Can the “stickiness” of the cytoplasm modulate
protein-protein interaction and protein folding in
a sequence dependent manner?

The excluded volume effect predicts size-specific effects, but
there are also sequence-specific effects. Non-specific inter-
actions between proteins in the crowded cellular environ-
ment, either through electrostatics (due to charges) or
hydrophobicity (mainly the protein’s effect on solvent water
disorder), make proteins stick to each other or other
macromolecules. This makes the apparent viscosity of the
cytoplasm larger than bulk water’s viscosity [17].

The diffusion coefficient depends inversely on solution
viscosity. Consequently, most experimental efforts to measure

cytoplasmic viscosity have relied on diffusion measurements
[18]. This effort is hampered, however, by anomalous
diffusion – basically a time-dependent diffusion coefficient –
which abounds in the cell due to non-uniformity of the
environment [19]. In one striking example that highlights
the challenges of using translational diffusion to directly
measure cytoplasmic viscosity, the translational diffusion of
chromosomes has been shown to be sensitive to the metabolic
activity level of the cell [20].

Rotational diffusion, on the other hand, has been shown to
be almost exclusively sensitive to localized intermolecular
interactions [21]. Nuclear magnetic resonance (NMR) spec-
troscopy is highly sensitive to the tumbling of molecules (and
thus can extract the rotational diffusion coefficient). Wang
et al. [21] found that rotational diffusion coefficients for a test
protein varied widely between solutions containing inert
crowders, which only increase the excluded volume, and
those containing protein crowders, which can stick non-
specifically to the protein of interest. Another group used a
whole cell NMR approach to measure the rotational diffusion
of three globular proteins in Escherichia coli cells and found
that although the proteins studied had similar size and fold,
they showed significantly different rotational diffusion [17].
This result suggests that stickiness of the cytoplasm is
sequence-dependent.

Computation is not far behind. McGufee and Elcock [16]
used Brownian dynamics simulations to show that specific
protein-protein binding interactions were destabilized consis-
tently by cytoplasmic stickiness, while its effect on protein

Figure 2. The excluded volume and its energetic consequences.
A: The compact, folded state of a protein has less excluded volume
than the less ordered unfolded state even though the size and
concentration of crowders is the same. The excluded volume (green)
is defined as any region of space that the protein’s center of mass
cannot occupy. The apparent protein concentration is greater for the
unfolded state. B: Increasing crowding decreases the stability of
the unfolded state, and decreases the activation barrier for folding.
C: Experimentally measured free energy of folding DGfold for FRET-
labeled yeast phosphoglycerate kinase (PGK) as macromolecular
crowding is increased. The protein is stabilized as crowding
increases, illustrating the net stabilization of the folded state due to
the excluded volume effect [12]. DGfold is calculated at a reference
temperature of 37˚C.

A. J. Wirth and M. Gruebele Prospects & Overviews....

986 Bioessays 35: 984–993,� 2013 WILEY Periodicals, Inc.

P
ro
b
le
m
s
&
P
a
ra
d
ig
m
s



folding varied significantly from about 10 kJ/mol of destabili-
zation to the same amount of stabilization. MD simulations of
proteins in crowded, “sticky”, solutions have shown that the
enthalpic consequences of many protein-protein interactions
may destabilize the fold of a protein and cause accumulation
of non-native and partially denatured states [22]. The effect of
specific interactions, on the other hand, are thought to impart
general stabilization to a protein fold [23].

What happens when water and other molecules
get dragged around by proteins inside the cell?

Hydrodynamic interactions arise from collisions between
macromolecules and solvent molecules and affect the kinetics
of protein-protein binding. At physiological temperature,
collisions with water molecules impart energy fluctuations of
�0.04 kJ/mol to an average-size protein. This may seem like a
small effect, and when these collisions between solute and
solvent are completely random, they give rise to the familiar
Brownian motion.

In a crowded environment, however, motions of particles
are correlated, and collisions between protein and solute
can result in non-random motion. Figure 3 illustrates how
hydrodynamic interactions influence the binding of two
proteins. As a protein moves towards its partner, the water
molecules between the two proteins must be pushed out of the
interfacial region, carrying away energy. Some of those
displaced water molecules will also bump into the partner
protein, pushing it away. Together, these two hydrodynamic
effects slow down the kinetics of protein-protein binding [24].

The energetic magnitude of hydrodynamic interactions on
proteins – i.e. the reduction or increase of the transition state
barrier due to hydrodynamic interactions – is again relatively
small. Theory predicts that rates of association should
decrease by <30% depending on the surface charge of the
molecules in question [25]. Simulations also have explored the
role that hydrodynamic interactions can play in protein
folding and protein-protein association kinetics. Frembgen-
Kesner and Elcock [26] showed that the association rate of
proteins decreased by 30–80% in the presence of hydrody-
namic interactions. The same researchers also found that
inclusion of hydrodynamics increases the folding rate of
proteins 1.5- to 3-fold, corresponding to at most 3 kJ/mol [27].
Moving towards simulating hydrodynamic effects in cyto-
plasmic models is extremely challenging. However, Ando
et al. [28] found that inclusion of hydrodynamic interactions in

a model E. coli cytoplasm along with the excluded volume
effect replicated the experimentally measured translational
and rotational diffusion of GFP.

Is there any bulk water left inside the cell?

Water often mediates protein-protein interactions, or can be
thought of as part of the protein structure. Water molecules
inside protein cavities form on average three hydrogen bonds,
each providing a stabilization of 2.5 kJ/mol [29]. Of more
interest for water-mediated protein interactions is the
intermediate regime between bulk solvent water and the
“frozen”, long-resident time structural water molecules. This
intermediate regime is often called the solvent-shell of the
protein and consists of water molecules that are transiently
bound to the protein surface [30], as well as water molecules
up to several nanometers away whose hydrogen bonds
rearrange more slowly than in the bulk because of the
influence of the protein [31]. Although NMR experiments
indicate some presence of bulk-like water [32], THz experi-
ments that probe further from protein surfaces indicate that
the hydrogen bond rearrangement time is retarded up to 2 nm
away from protein surfaces [33]. At typical packing densities
in the cell, the separation between macromolecules is only a
few nanometers, leaving little room for any bulk water inside
the cell by the THz criterion.

Figure 4 shows an example of a protein-protein interaction
that is mediated by water. Transiently bound water molecules
have been proposed to mediate recognition during protein-
protein binding and to contribute to the stability of the
interaction [34]. Experiments have used double mutant cycles,
which compare the overall loss of stability from binding site
mutations that remove hydrogen bond donors or acceptors, to
elucidate the energetic contribution of water-mediated protein
interactions to the overall stability of protein complexes.
Stabilization, if any, ranges from 0 to about 4 kJ/mol [35–37].

Quinary structure

Quinary structure is the fifth level of protein
structural organization

The hierarchy of protein structure and its relation to energy
and free energy is shown in Fig. 5. Quinary structure is the
most fleeting, and thus the most likely to be affected by the
weak forces acting at the macromolecule to cell level.

Figure 3. Cartoon depiction of the effect of
hydrodynamic interactions on the kinetics of
bimolecular association. (1) As one protein (pur-
ple) moves towards its binding partner (green), it
displaces the water molecules between the two
proteins. (2) The water molecules must move
from the region between the proteins and reorga-
nize (red arrows). (3) Some water molecules are
displaced towards the binding partner (orange
arrows) and push the binding partner away. (4)
This hydrodynamic repulsion further slows the
kinetics of association.
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The term quinary structure was introduced by McConkey [5] to
define a fifth level of protein structural organization: protein-
protein interactions that he described as “inherently tran-
sient”. Quinary structure, he argued, could be disrupted by
the isolation methods of the time, and consequently had not
received the recognition it deserved. We discuss quinary
structure in terms of three criteria: functionality, thermody-
namics, and kinetics.

The quinary structure terminology is intermittently used in
the literature, but in our – and others [1] – opinion it deserves
to be explicitly recognized. Any individual quinary interaction
may not confer a large functional advantage to the cell. Yet
even small differences can serve as the basis for evolutionary
selection, and a large number of them could add up to a
significant advantage. Indeed, many interactions that even-
tually evolve to tight binding may start out highly transient,
while others remain weak to be optimal for the cell.

Very low thermodynamic stability has been used as a
criterion for quinary structure (i.e. Kd values> 1mM for
complex formation [17]). However, some interactions have
variable affinity. They can be extremely weak unless the
proper ligand assists the interaction [38]. Such “three body”
effects abound in biology. One particularly important example
is the binding of the molecular chaperone DnaK to an
unfolded protein at low affinity when ATP is bound, but
with high affinity following hydrolysis of ATP to ADP [39].
McConkey does not exclude such variable protein-protein
interactions from his original definition. One of the examples
he gives of quinary structure – calmodulin binding to actin
fibers in interphase cells [40] – is a variable affinity protein-
protein interaction modulated by calcium binding. Thus, in
our definition here, quinary structure includes constant low
affinity protein-protein interactions, as well as the low affinity
state of variable affinity protein-protein interactions.

McConkey’s definition of “inherently transient” implies rapid
kinetics in addition to low stability. Only when both criteria
are fulfilled is an interaction “inherently transient.” Consider
two states: protein dimer versus two monomers. If these two
states have similar free energy, so neither is very stable with
respect to the other, their connecting barrier could still be
high, trapping the system for a long time in one state or the
other. If the two states are connected by a small barrier, but
one state is much lower in free energy than the other, the
system will simply end up in the lower state, and no function
associated with switching states can occur. Only when
stability and barriers are both low, is the system inherently
transient.

We can use the thermodynamic, kinetic, and functional
criteria to define quinary structure as inherently transient
(none of the states is thermodynamically favored, nor are any
two states separated by a large barrier that traps population),
yet having some functional specificity subject to evolutionary
selection. Thus, quinary interactions between proteins or
other biomoleculesmust be on the order of a few kJ/mol on the
free energy scale: larger free energy differences would lock in
the lowest energy population, and larger barriers would make
each state, once formed, rather long lived. This low free energy
scale makes quinary interaction subject to modulation by the
forces in the cell acting on the macromolecular to whole-cell
scale, as discussed in the previous section.

What is not a quinary structure?

Interactions between water molecules are fleeting; they may
even be functionally important. However, there is no functional
specificity that can be selected by evolution. Water is just water
and cannot evolve like a protein. Obligatory protein-protein
interactions form strongly bound thermodynamically stable
structures. An example is the arc repressor dimer, which as a
monomer is unstable, but as a dimer very stable [38, 41].
Another example is the intrinsically disordered protein P27 that
gains structure when it tightly binds and inhibits various
Cyclin/Cdk complexes throughout the cell cycle [42]. These
types of interactions will not be classified as quinary because
they result in tight binding and/or can be assigned to lower
levels of protein structure: quaternary for the dimerization of
the arc repressor and tertiary for the folding of p27.

What is quinary structure and what does it do?

Quinary structure has been implicated in a number of cellular
processes from cell signaling to metabolomics. Its inherent
transience allows quinary structure to facilitate dynamic
spatial organization of macromolecules in the cytoplasm. It
can facilitate loose groupings of proteins when they are
working together, but not otherwise. In other examples,
quinary structure can enable a single protein to serve multiple
functions depending on its binding partner or serve as a
dose-dependent molecular switches. Very recent work has
presented empirical and theoretical evidence that a protein in
a specific interaction stabilizes its partner’s fold and
hypothesizes that the protein interaction network is of critical

Figure 4. Structure of protease inhibitor domain of the amyloid
beta-protein precursor with associated waters (pdb 1AAP [77]). The
density of water molecules at the dimer interface (highlighted in
orange) illustrates a water-mediated protein-protein interaction.

A. J. Wirth and M. Gruebele Prospects & Overviews....

988 Bioessays 35: 984–993,� 2013 WILEY Periodicals, Inc.

P
ro
b
le
m
s
&
P
a
ra
d
ig
m
s



importance to the overall thermodynamic stability of the
proteome [23].

The most famous and well-studied example of quinary
structure is the metabolon, a multi-enzyme complex associat-
ed with multi-step metabolic pathways. These pathways
produce numerous intermediates,�80% of which have no use
in the cell other than to be fed to the next processing enzyme.
It would be entropically very unfavorable for a cell to support
a random distribution of these molecules and their processing
enzyme throughout the entire cytoplasm [4]. Metabolons
alleviate this problem by “substrate channeling”: intermedi-
ates along a metabolic pathway are kept from dispersing
throughout the cytoplasm because they are passed between
enzymes associated into quinary structures (thus effectively
localizing reactions [43].

The protein biosynthesis pathway is one metabolic process
that features such quinary structure and is an example of
quinary structure providing both spatial organization and
enabling protein multifunctionality. Aminoacyl-tRNA synthe-

tases, the family of enzymeswhich aminacylate tRNAmolecules,
were first observed in the 1980s to form high molecular weight
complexes of then-unknown function [44]. The multisynthetase
complexes appear to play multiple roles depending on cellular
conditions and since their original discovery have been
associated with several processes from substrate channeling
in protein biosynthesis to cytokine release in the inflammation
response [45]. The exact mode of assembly of these complexes is
debated, but many of the protein-protein interactions in the
complex are thought to be quite transient [46].

One component of the complex that is involved in quinary
structure is the lysl-tRNA synthetase (LysRS). Guo et al. [47]
showed that the normally dimeric LysRS forms a weakly
associated (Kd� 1mM) homotetramer that competes with the
formation of the larger multi-synthetase complex. Because
release of LysRS from the complex is thought to be a trigger for
the proinflammatory response, competition between these
two equilibria could allow for LysRS to shuttle between two
functions. Thus, in this case, quinary structure allows for
protein multi-functionality.

One of the exciting new frontiers of quinary structure is the
intracellular formation of membrane-free macromolecular
structures that arise because of phase separation [48]. Weak
association between proteins at sufficiently high concentra-
tion has been shown to drive phase separation of proteins into
a protein-rich and protein-poor liquid phase in vitro [49]. Such
protein-rich droplets behave as a separate liquid phase – that
is, they are embedded in but distinct from the surrounding
cytoplasm, and they can merge with each other to form larger
droplets. These phase-separated regions without membranes
have been observed recently in vivo, first as the P-granules in
germ-line cells, and most recently with signalling related

Figure 5. Structural and energy scales (absolute values around
37˚C) in the cell in terms of enthalpy change DH and free energy
change DG. Enthalpy describes the strength of interactions, while
free energy describes which interactions are most likely by also
including the effect of disorder. For example, amide bonds are very
strong, but nonetheless hydrolyze in water because new NH and
OH bonds are formed and because the two peptide fragments have
higher disorder. Primary structure [3, 78], secondary structure [79,
80], tertiary structure [12, 81–84], quaternary structure [85, 86], and
two examples of quinary structure [47, 87] are shown. PDB
structures (in order of appearance): 1EG3 [88], 1HHO [89],
1U55 [90], 3BJU [47].
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proteins [50, 51]. P-granules are an example of quinary
structure where interactions driving the phase transition
derive from transient RNA-protein binding [50].

The recent observation of phase transitions in actin-
signaling associated proteins, is another example that relies
on transient protein-protein interactions only. Li et al. [51]
demonstrated that the SH3 domain and its ligand, the PRM
domain, form liquid droplets in vitro and in vivo and found
that the ability to form multivalent associations is necessary
for phase separation. Moving to the nephrin-NCK-N-WASP
system, a signaling pathway associated with actin stimula-
tion, they showed that this complex forms liquid droplets
in vitro when nephrin is phosphorylated and that the
downstream signaling activity sharply increases as phase
separation occurs. This example of quinary structure is
remarkable because it could provide another degree of
cytoplasmic structure – one that is far more spatially and
temporally dynamic than membrane bound organelles.

When the phase transition is tied to a downstream
response, quinary structure enables a dose-dependent, nearly
binary switch for the signaling pathway. Only when a
sufficient concentration of nephrin is phosphorylated will
the phase transition occur, but when the threshold is
reached the transition occurs rapidly thus “turning on” the
downstream signaling pathway. Such a dose dependent
response mediated by quinary structure has also been
seen in signaling pathways associated with the immune
system [52].

In addition tometabolism and signaling, quinary structure
can also affect the folding stability and kinetics of proteins.
For example, Denos et al. [53] investigated the folding of low
concentrations of lambda repressor embedded in a crowding
matrix of SubL, a thermophilic protein that remains stable
while lambda repressor is thermally unfolded. Protein-protein
interaction raises the melting temperature of lambda repres-
sor by 13˚C. This change is large enough that lambda repressor
could switch from 80% unfolded to 80% folded simply by
adding the crowder. The folding time of lambda repressor is
<100ms, so this is a highly transient equilibrium. Some
proteins that are intrinsically disordered in vitro (IDPs) may
undergo a similar equilibrium shift inside cells, promoted by
only transient interactions [54], rather than the tight binding
interactions that we exclude (like p27).

The key take-home message is that quinary structure
abounds in cells, and produces far more fine-grained structure
inside cells than was originally suspected. Cells are very far
from random mixtures of macromolecules. Even in regions
that are not bounded by membranes, compartmentalization
exists.

Leaving the test-tube behind

Experimental advances for detecting quinary
structure in vivo are beginning to yield
quantitative information on transient protein-
protein interaction in its native environment

Numerous advances in the past decade have allowed for
measurement of protein-protein interactions inside cells;

these are thoroughly reviewed elsewhere [55]. A few standouts
have great potential to yield useful data on the weakest and
more transient protein-protein interactions.

For example, a recent solid-state NMR study of frozen
cells produced atomic resolution protein structural infor-
mation, and as the technique further develops, protein-
protein interactions and structural changes of proteins
in vivo may be characterized in great detail [56]. With
improving isotopic labeling schemes and pulse sequences,
whole cell NMR of living cells also promises to soon be
applicable to eukaryotic cell types [57]. Similarly, mass
spectrometry has been used to probe how the interior of
bacterial cells changes protein stability [58], and could be
expanded to eukaryotic cells.

Super-resolution imaging techniques, which provide
imaging capabilities below the diffraction limit, have
already provided rich information on the co-localization of
proteins [59]. One of the more recent and spectacular
advances in this family of techniques is improved temporal
and spatial resolution in living cells using STORM in both
2 and 3 dimensions [60]. As time resolution improves
even further, such imaging capabilities will undoubtedly
allow direct detection of even transiently bound protein
complexes.

Spatial and temporal patterns of protein stability and
folding kinetics modulated by quinary structure can now be
imaged inside living cells using Fast Relaxation Imaging
(FReI). Ebbinghaus and Gruebele [61] review micro-patterned
stability of the enzyme phosphoglycerate kinase inside
mammalian cells. Similar to in vitro observations [12],
crowding in the cell increases the average stability of the
enzyme, but in addition, microenvironments that persist for at
least minutes differ in protein stability and folding rate, as
shown in Fig. 6. The folding free energy landscape of the
protein is modulated by several kJ/mol inside the cell. It
remains to be seen whether such modulation has functional
significance.

Figure 6. Microenvironments with different protein stabilities inside
a U2OS cell (thermodynamic data from [61], Fig. 2). Stability is
characterized by the melting temperature Tm, at which 50% of the
protein is folded, 50% unfolded. Stability patterns extend from the
resolution limit (2mm) to 10s of mm in size. The scale bar is 10mm
in length.
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NMR, mass spectrometry, and imaging techniques are not the
only areas in which progress has beenmade. Biochemistry has
also offered new solutions for detecting quinary structure in
vivo. M-track uses a “bait” and “prey” methylation-based
approach to detect very short-lived interactions between
proteins in yeast [62]. Another technique, PICT, uses a “bait”
and “prey” approach paired with fluorescence live cell
spectroscopy to detect protein-protein interactions in living
cells [63].

How can computation and experiment work
together to study quinary structure?

Only now are simulations of large protein complexes and
even whole cells becoming feasible, allowing comparison
with the new array of experiments probing transient
structures inside the cell [16, 64, 65]. By combining
computation, theory, and experiment we can attempt to
dissect how each of the various forces at play in the
intracellular environment affects a specific protein of interest.
For the case of excluded volume and cytoplasmic stickiness,
theory and experiment are beginning to paint a clear picture
of how these two effects compete against one another
in the cell. Several theoretical studies have predicted
that attractive interactions between crowders and proteins
forming a complex (an enthalpic effect) can counteract
entropic stabilization of the complex by the excluded volume
effect [66, 67]. Jiao et al. [68] demonstrated this principle
for protein association in mixtures of attractive polymers
and found that they could tune the stability of a protein
complex by using polymers with stronger and weaker
attractions to the protein of interest. Simulation studies
have shown that moderate attraction between proteins and
crowding molecules, on the order of 1 kJ/mol, can counteract
the excluded volume effect [69].

The competition of stabilizing and destabilizing effects can
also be seen in protein folding inside cells. Dhar and
coworkers [70] directly measured both protein folding
thermodynamics and kinetics in U2OS cells. Using a FReI,
they found that the folded state of yeast phosphoglycerate
kinase was stabilized by 6.3 kJ/mol in vivo compared to in
vitro. On the other hand, Ignatova and Gierash [71] monitored
the unfolding of CRABP I in living bacterial cells and found a
net destabilization of 0.8 kJ/mol compared to in vitro. In an
update to their original work, the same group found that
although thermodynamic stability between in vitro and in vivo
is not significant, the unfolding rate of CRABP I was
significantly faster in vivo [72]. Philip et al. [73] used a similar
FRET construct to directly measure the binding dynamics
between b-lactamase to its inhibitor in HeLa cells and found
that association was 0.8–1.5 kJ/mol destabilized in vivo
compared to in vitro. These studies highlight a wide range
of behaviors. The cell can both stabilize and destabilize
proteins in a sequence-specific manner. Because of this
sequence dependence, proteins that are energetically similar
in vitro might be quite different in vivo. The holy grail for
simulation will be to predict from protein sequence the effect
that the intracellular environment will exert on specific
protein-protein interactions and protein folding reactions. In

particular, as the field of whole cell modeling continues to
improve, it may be possible to predict the effect that a
changing intracellular environment has on complex protein-
protein interaction networks.

Conclusions and prospects

The energy and distance scales of the forces that arise in the
crowded intracellular environment are such that we can
expect them to influence modestly protein tertiary and
quaternary structure and to affect significantly quinary
structure. The role that quinary structure plays in cell
signaling, subcellular localization of proteins, metabolomics,
and other systems is clearly significant, and studying these
weak protein interactions in their native environment will
become increasingly important if we are to fully understand
their role in biology. Experimental and computational
advances will likely soon make these types of studies more
routine and allow for careful consideration of how the
interplay between intracellular forces and protein structure
fits into the biology of the cell.

One intriguing possibility is to consider that structure
could be dynamically tuned by the changing microenviron-
ments inside the cell, in a yet unexplored mode of protein
regulation. Is it conceivable that the physical characteristics of
the cytoplasm could change substantially enough to make
quinary structure an important regulatory mechanism inside
the cell?

For one cellular process, the cell cycle, it certainly is.
During the procession of events leading to division into two
genetically identical daughter cells, the nucleus dissolves
during mitosis and dumps its highly charged chromosomes
into the cytoplasm. Furthermore, the dry mass, or total
biomolecular content of a cell, does not increase at the same
rate throughout the cell cycle as the overall cell volume, so the
intracellular protein density may also fluctuate in a cell cycle-
dependent fashion [74, 75]. Finally, Hinde et al. [76] measured
diffusion across the nucleus and showed that diffusion is
limited during certain stages of the cell cycle by changing
degrees of chromatin compaction. This result implies that the
cell-cycle environment is extremely dynamic.

Such a strikingly changing environment during the cell
cycle invites speculation that the interplay between the physical
forces in the cell and quinary structure could be actively
exploited by the cell for the purposes of process regulation.
Indeed, the tightly regulated series of events that comprise the
cell cycle are controlled by an incredibly complex, and still not
fully elucidated, network of protein-protein interactions – some
ofwhichmay be sensitive to environmental fluctuation. Asmore
biophysical studies emerge that examine protein structure and
protein-protein interactions across dynamic cellular processes,
exploration of potentially new types of protein regulation will
become tractable, and the in vivo structure-function relation-
ship more completely understood.
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