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Molecular dynamics simulations are a powerful theoretical tool to model the protein folding process in
atomistic details under realistic conditions. Combined with a number of experimental techniques, simu-
lations provide a detailed picture of how a protein folds or unfolds in the presence of explicit solvent and
other molecular species, such as cosolvents, osmolytes, cofactors, active binding partners or inert crowd-
ing agents. The denaturing effects of temperature, pressure and external mechanical forces can also be
probed. Qualitative and quantitative agreement with experiment contributes to a comprehensive molec-
ular picture of protein states along the folding/unfolding pathway. The variety of systems examined
reveals key features of the protein folding process.

� 2013 Published by Elsevier Inc.
1. Introduction

Protein folding is the spontaneous process of assembling a poly-
peptide chain into a distinct three-dimensional structure. Knowl-
edge of the details of this reaction lies at the heart of
understanding some of the basic mechanisms of life, as the final
conformation is normally the unique biologically active conforma-
tion. Conversely, protein unfolding is the competing reverse pro-
cess that normally leads to denaturation and loss of function.
Unfolding and misfolding are also linked to a variety of human dis-
eases, including Alzheimer’s disease, Parkinson’s disease and a
number of other amyloid diseases [1]. Therefore, it is of fundamen-
tal importance to study the folding/unfolding process and to deter-
mine both the atomic details and the specific pathways between
the native state and denatured/unfolded states.

Many experimental techniques are routinely employed to
investigate the folding/unfolding process [2]. In addition, a number
of theoretical techniques [3] are employed to complement experi-
ment to provide an overall picture of the process. The importance
of performing computer simulations is twofold. In some cases, it is
possible to rationalize a number of experimental observations into
a single, well-defined molecular representation. In other cases, a
theoretical model can precede and guide experiments, making pre-
dictions on a complex system under ideal conditions and without
needing to perturb it in the observation.
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Among other simulation techniques, molecular dynamics (MD)1

plays a distinctive role in the area of protein folding [4]. MD is based
on the numerical integration of the classical Newtonian equations of
motions for all the atoms in a system, their interactions being de-
scribed by empirical potential functions (or force fields) parameter-
ized to capture, as realistically as possible, atomic interactions and
fluctuations [5]. Bonded interactions include bond stretching, angle
bending and dihedral angle torsions, and are described by harmonic
or other simple potentials. Nonbonded interactions consist of the
van der Waals contribution, described by a Lennard–Jones potential,
and electrostatic forces among charged atoms that are computed
using Coulomb’s law.

An attractive feature of MD is that it is a simple and yet accurate
technique for sampling the energy landscape of a macromolecule
in an unbiased way. Details of the positions of all the atoms of a
protein can be obtained under simplified but biologically relevant
conditions, by including solvent, osmolytes, other proteins, sub-
strates, etc. In addition, one has the possibility to follow the time
evolution of the whole system up to the millisecond timescale
[6] either directly or indirectly through use of elevated tempera-
ture, as discussed below. In contrast to other simulation techniques
for generating a statistical ensemble of conformations [3], such as
Monte Carlo methods or simulated annealing, MD samples atomic
motion in a continuous fashion, producing realistic and continuous
pathways through time, provided the appropriate simulation con-
ditions are used.

In this review we survey applications of MD in the area of pro-
tein folding, highlighting how such simulations can be combined
with experiment to elucidate details of the folding/unfolding pro-
cess. The structure of this paper is as follows. First a basic introduc-
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tion to folding by MD is presented, with an emphasis on the possi-
bility to explore folding directly, which can be achieved for small
structural motifs and small ultrafast-folding proteins, or indirectly
by investigating the reverse process using high-temperature
unfolding simulations for larger proteins. The subsequent section
focuses on how to apply MD to proteins that perform common bio-
logical functions, with the aim of characterizing their states along
the pathway in the free-energy landscape. Finally, simulations per-
formed under more complex conditions are discussed, which in-
clude protein folding in more realistic environments and in the
presence of other molecules and unfolding due to external factors
other than temperature.
2. Protein folding/unfolding in simulation

MD simulations represent a particularly convenient choice for
investigating the folding/unfolding process. The empirical force
field used in MD implicitly takes into account polarization and
other multi-body effects, reducing the computational cost of a sim-
ulation and extending the limit of sampling of conformational
space. This is especially important for folding simulations, which
require massive calculations. The impossibility of describing tradi-
tional chemical reactions � a known shortcoming of MD tech-
niques � does not represent an inconvenience in investigating
folding/unfolding, which is possibly the most complex chemical
process that does not involve the formation or rupture of covalent
bonds.

2.1. Simulations of protein folding

In early studies [7–9], unbiased MD simulations described pro-
tein folding events that were mostly incomplete. However, these
studies provided important insights into this complex process for
several small proteins. With the advent of more computing power
and the discovery of ultrafast [10] folding and unfolding systems,
systematic and reproducible convergence from an extended con-
formation to a final state close to the native one has been achieved
[11], which convincingly shows that protein folding can be ob-
tained by brute force simulation, at least in principle. In the last
decade, advancement in the field has been largely due to the steady
increase in the computational power available, including the use of
massively parallel computers [12,13], inexpensive but fast process-
ing units such as GPUs [14], or distributed computing [15].

The use of specially tailored fast-folding proteins (representa-
tive examples are shown in Fig. 1) has further reduced the compu-
tational cost necessary to achieve a direct comparison between
simulation and experiment [16]. Recently, Shaw and co-workers
have obtained impressive results by using a dedicated supercom-
puter called Anton [12] to fold a number of mini-proteins. For
Fig. 1. Miniproteins folded in brute-force MD simulations [6,17,18]. Different
example, an equilibrium simulation of 100 ls capturing multiple
folding/unfolding events for FiP35, a fast-folding variant of the
three-stranded b-sheet Pin1 WW domain, was recently reported
[6]. Subsequently, folding was obtained for 12 different fast-folding
protein domains, spanning different structural classes, over a time-
scale ranging from 100 ls to 1 ms [17]. Protein refolding has also
been achieved in shorter simulations (Fig. 2) that begin from more
relevant, experimentally validated, ‘‘unfolded’’ states that effec-
tively bypass the sampling of biologically unrealistic extended
states [18].
2.2. Protein unfolding in simulation

Thermal unfolding is a phenomenon of biological interest in and
of itself, as temperature is the most common factor determining
protein denaturation. Unfolding simulations are useful to investi-
gate this process and, concurrently, have been long used to study
the folding process ‘‘in reverse’’ [19,20]. The unparalleled conve-
nience of performing high temperature (up to 500 K) simulations
is due to two distinct reasons. The first one is the uniqueness of
the protein folded state, which allows the simulation to begin from
a relevant conformational state. The other rationale is that the pro-
cess is speeded up due to high temperature to overcome energetic
barriers, reducing the time necessary for mapping the full reaction,
and to perform multiple simulations that can capture heterogene-
ity in the pathway. For these reasons, high-temperature MD simu-
lations have been applied to several proteins.

An important issue is the reliability of comparing high temper-
ature unfolding simulations with experiments performed at lower
or even room temperature. One of the criticisms is that common
force fields were not parameterized for high temperature. How-
ever, MD simulations performed with different force fields and un-
der a variety of simulation conditions have shown a consistent
mutual agreement in finding similar unfolding pathways when ap-
plied to the same proteins, as first demonstrated for CI2 [21–23]. In
addition, the unfolding pathway has been shown to be essentially
independent of temperature by both simulations performed at a
variety of temperatures [24] and comparing simulations in water
to those in urea [25,26] and with experiment [27]. Differences in
the folding pathway and in the protein states along it are generally
consistent with the fact that MD samples an ensemble that fluctu-
ates around an average representing the experimental data. While
adequacy of the empirical force field may represent a concern for
unfolding simulations at high temperature, this is no different for
folding simulations at room temperature. As an example, the force
field employed was demonstrated [6] to be responsible for the
incorrect folded structure previously obtained [28] in room tem-
perature MD simulation of the aforementioned FiP35 WW domain.
structural classes are present: a-helical, b-sheet and mixed a/b structure.



Fig. 2. Refolding in simulation: structures of engrailed homeodomain obtained by temperature quenching of a previously obtained high-temperature starting structure [18].
Residues forming key contacts between helices HI and HII are explicitly shown (van der Waals representation).

Fig. 3. Microscopic reversibility in the unfolding and refolding of engrailed homeodomain [29]. N, N0 , TS and D indicate the native, nearly native, transition state and
denatured state, respectively.

130 B. Rizzuti, V. Daggett / Archives of Biochemistry and Biophysics 531 (2013) 128–135
Another common criticism of unfolding studies is the possibility
that folding and unfolding may not follow the same pathway in the
forward and reverse directions. In fact, caution has to be exercised
in invoking the principle of microscopic reversibility under non-
equilibrium conditions. However, simulation studies have demon-
strated microscopic reversibility for both continuous trajectories at
a protein’s melting temperature where unfolding and refolding oc-
cur [29], as illustrated in Fig. 3, and in thermally quenched simula-
tions in which refolding is triggered by lowering the temperature
[18] (see Fig. 2). In both cases the process of unfolding mirrored
the process of refolding. Recently, it has been pointed out by Bhatt
and Zuckerman [30] that an approximate symmetry can be deter-
mined, even for processes out of equilibrium and without invoking
the principle of microscopic reversibility, when representative
states in a dynamical direct/inverse process are well determined.
This condition is automatically verified when one of these states
is the native structure of a protein. When the simulated system
is simple enough and the computational power is sufficient to al-
low for ‘‘equilibrium’’ MD, it is possible to show directly that the
pathway of folding/unfolding is not only the same, but also inde-
pendent of temperature. Results have been obtained for several
proteins, demonstrating both the independence of the unfolding
pathway from temperature [24] and the possibility of sampling
multiple folding/unfolding events [6,11,29], including not just
recovering the native state but also demonstrating that the same
intermediate and transition states are populated during unfolding
and refolding [29].
3. Exploring the free energy landscape of protein folding

Prediction and validation of the correct folding/unfolding path-
ways and final structures, as obtained for a number of fast-folding
proteins [17], constitutes a decisive demonstration of the power of
MD simulations. On the other hand, fast folders are small, simple
polypeptides that are far from being representative of the vast
majority of proteins of biological interest. Therefore, MD simula-
tions are often used to complement experiment by reproducing
the behavior of larger proteins, but concentrating on specific stages
corresponding to a more limited portion of the folding/unfolding
reaction coordinate. On proceeding towards the native conforma-
tion, the folding of a protein can be described in terms of a succes-
sion of states: from the unfolded one, possibly through one or more
intermediate states, passing the transition state to reach at last the
final structure, as depicted on Fig. 4.

The starting point in the folding reaction is the unfolded or
denatured state. This state is normally the most difficult one to
characterize, because of its poorly defined structural features.
However, highly unfolded denatured states are not usually ob-
tained except under extreme denaturing conditions. Thus, for
many proteins the denatured state may be identified in MD
through conformational clustering techniques and described in
terms of a single loose topology. Simulations have long shown
the propensity to form both dynamic native-like and nonnative
structures in the unfolded state [17], which has been verified by
NMR and other experimental techniques. In particular, the early
studies presented predictions of residual structure in the dena-
tured state and experimental validation came after the simulations
were published [31–33]. Similar studies are also expected to shed
light into the structural and dynamical features of intrinsically dis-
ordered proteins, a vast and yet poorly understood class of proteins
that challenges the concept of a uniquely structured native state.
The importance of determining a representative unfolded confor-
mation of a protein relies also on its specific role as a starting struc-
ture in folding simulations, which can be critical to estimate
correctly the time required for the completion of the process
[34,35], because, as mentioned above, the use of extended states
is unrealistic and requires increased computational time to reach
regions of conformational space sampled by experimental studies
for the onset of folding.

Along the unfolding pathway, the simulation may reveal the
existence of one or more intermediate states. Such partially folded
states are highly dynamic and could easily escape detection in the
experiment. Early on, the microscopic existence of intermediate
states was postulated based on observations in simulations and
then through experimental validation by stabilization of said
‘‘unobservable’’ intermediates [27]. Now the possibility of the pres-
ence of ‘‘hidden’’ or ‘‘silent’’ intermediates is commonly accepted



Fig. 4. Free energy as a function of reaction coordinate for a simple, two-state
folding process from denatured to native state, with no intermediate state(s).

Fig. 5. Example of U-value analysis. (a) Experimental (solid line) and simulated
(dotted line) U-values [4,21] for selected mutants of CI2. (b) Scatter plot of the
points shown in panel a. (c) Scatter plot comparing experimental U-values and
calculated average S-values, i.e. the product of local secondary structure and the
amount of native-state contacts.

Fig. 6. Protein native state as kinetic hub of the folding process [49]. Letters
indicate the unfolded (U), intermediate (I), and native state (N).
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even for relatively simple proteins [2]. The picture is further com-
plicated because not only on-pathway intermediate states can ex-
ist, but also off-pathway ones. Characterization of the latter are of
particular interest for reproducing in MD the conditions leading to
misfolded protein conformations [36]. As in the case of unfolded
states, results on intermediates can be checked against NMR [37]
and several other experimental techniques [2], including time-re-
solved single-molecule fluorescence based on Förster resonance
energy transfer (FRET) [38].

On top of the high-energy barrier separating the unfolded and
folded state is the transition state for folding/unfolding. From a
structural point of view, the transition state is an ensemble of par-
tially folded conformations, often closely resembling the protein
topology in the native form, but with equal probability to evolve
back into the denatured one. Fast-folding proteins reveal in simu-
lation [17] an energy barrier of the order of at most a few kBT
(where kB is Boltzmann’s constant and T is the temperature), i.e.
comparable with thermal fluctuations. Even such small differences
determine a two-state reaction, with a transition state in between
the two basins representing the unfolded and folded state. The
transition state is only transiently populated because protein
structures do not accumulate in a single conformation. Therefore,
MD simulations are employed to provide atomistic details corre-
sponding to this transient ensemble of conformers.

The most common experimental procedure for studying the
transition state is to apply the so-called U-value analysis [27], as
in the example in Fig. 5. This technique consists in using protein
engineering to mutate a number of residues along the polypeptide
chain and measuring the corresponding effect on the energetics of
the denatured, transition and native state along the folding/unfold-
ing pathway. By using the denatured state as a reference, it is pos-
sible to measure the relative destabilization energy of the
transition and native state, DDGTS-D and DDGN-D, respectively.
The ratio of the two values, U = DDGTS-D /DDGN-D, reflects the local
structure at the site of mutation in the transition state. The ex-
treme values of U are 0 when the transition state at the site of
mutation is as unstructured as the denatured state and one when
it is native-like; intermediate values correspond (in proportion)
to partial structure. Thus, by using standard kinetic and thermody-
namic experiments, the U-value analysis allows us to deduce struc-
tural details from the energetics of the process. MD can be used to
sum up the wealth of data in a single, comprehensive picture. In
addition, simulations can be used to test the assumption that the
mutations act as merely probes of wild-type behavior without dra-
matically affecting the folding/unfolding pathway [39,40].

Although structural analysis of the transition state usually fo-
cuses on the formation of native contacts, the presence of nonna-
tive contacts is equally important. In fact, MD simulations show
that moderately persistent nonnative contacts not only are com-
mon in the denatured state and in the early stage of the folding
process [21,32,41–43], but they can also play a specific role in sta-
bilizing the structure of intermediate or transition states [44,45].
When the extent of nonnative contacts is very large, other ap-
proaches have been used both in experiment and in simulation.
One such approach is W-value analysis [46,47], which consists of
engineering into the protein two metal-binding histidine residues
that can be stabilized by addition of metal ions, allowing the iden-
tification of pairwise contacts among residues in the transition
state, at least in theory. However, compared to U-value analysis,
W-value analysis introduces interactions that are both additional
and just restricted to the surface-exposed region. Moreover, it does
not correlate linearly with the degree of formation of structure,
requiring caution regarding interpretation of the results [48].

At the end of the entire folding pathway lies the native state,
which is of importance in folding simulations because of its intrinsic
nature of ‘‘kinetic hub’’ [49] of the entire process, as schematized in
Fig. 6. The folded state is also the starting point for simulating pro-
tein unfolding or misfolding by using high temperature MD simula-
tions (as discussed in the previous section). However, in these latter
cases, sampled structures become progressively more labile and less
significant the more a simulation departs from the starting state, un-
less they are analyzed in terms of an ensemble with extensive explo-



Fig. 7. Positional fluctuations of Ca atoms as a function of residue number for
amicyanin from two sources, (solid square) Paracoccus denitrificans and (open
circle) Paraccocus versutus, obtained in principal component analysis: (a) first, (b)
second and (c) third eigenvector [60]. Comparison of backbone flexibility gives
indications on specific regions that contribute to maintain the protein folding.
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ration of conformational space. For this reason, many MD studies fo-
cus on the early events of the unfolding reaction, which can be due to
thermal effects [50,51] or other environmental conditions, such as
pH [52] and solvent [53].

The MD technique may provide important information regard-
ing the folding process even when simulations are performed on
a native protein at room temperature. Analysis of the flexibility
of the protein backbone can give hints of specific regions that are
prone to unfold, because denaturation often happens by selective
excitation of fluctuations along modes that are already detectable
in the native state [54]. Conversely, the same regions are likely to
be among the last ones forming or reaching a definitive (native)
structure during the folding process. More recent calculations of
protein flexibility and comparison with unfolding behavior by
MD have confirmed these findings on a larger scale including
187 proteins as part of the Dynameomics project [55,56]. Compar-
ison of the dynamics at room temperature for two or more proteins
with high similarity can give information on their thermal stability
and on specific regions that are critical in determining it. As an
example, differences in the simulated dynamics of corresponding
mesophilic and thermophilic proteins [57] can be used to rational-
ize differences in their stability at increasing temperature. In con-
trast, similarities in dynamical features can be found across a
shared fold, superfamily or family of proteins [58–61], as shown
in Fig. 7, giving useful indications to reveal conserved residues that
are fundamental to preserve the folding topology.

4. Simulation of folding/unfolding under more complex
conditions

4.1. Folding under more complex conditions

A number of factors can increase the complexity of protein fold-
ing in vivo, hampering an accurate reproduction of the process both
in experiment and in simulation. In the sequential biosynthesis of
the polypeptide chain, the exit tunnel in the ribosome from which
the nascent protein emerges may determine a bias in the folding
process. Pande and coworkers have used MD to investigated how
the ribosome interacts with an unfolded protein [62], by probing
the exit tunnel with different amino acid side chains and determin-
ing the corresponding, sequence-specific free energy barriers. In
addition, both the behavior of the solvent [63] and the accessibility
of Na+ and Cl� ions [62] in the tunnel were analyzed and suggested
to play a role in the folding process. Research on this aspect could
help to elucidate obscure and yet important biological processes,
such as modulation of the rate of translation of some proteins.
MD simulations [64] have been used to explore the mechanism
by which the presence of the protein SecM in the exit tunnel medi-
ates translational stalling in the ribosome, providing a rationale for
cryo-electron microscopy data [65].

Molecular crowding and confinement represent closely related
and additional factors affecting protein folding. Concentration of
macromolecules in cells exceeds 102 g/L [66], while experimental
studies are usually performed at much lower concentrations. Zhou
and collaborators have developed a method of postprocessing MD
trajectories [67,68] to use the simulated conformations of a protein
to calculate the change in the chemical potential after transfer to a
crowded solution (Fig. 8). How this change depends on the reaction
coordinates reflects the influence of crowding on the energy land-
scape available for the folding polypeptide. Effects on folding/
unfolding rates [69] and native state stability [68] can be modest,
in agreement with experiment [70,71]. However, results depend
significantly upon the size of the crowders and are non-additive
for combinations of different crowding agents, pointing out the
necessity of using composite mixtures to mimic reality both in sil-
ico and in vitro. A recent study directly addressed the effect of
neighboring molecules on native state dynamics and thermal
unfolding for a well-characterized system [72]. In comparing these
‘‘test-tube’’ simulations (18 mM protein) to conventional single-
molecule simulations it was found that neighboring molecules slo-
wed unfolding slightly but the pathway was unaffected. Carrying
out the high temperature simulations further led to aggregation
through nonpolar inter-protein interactions through both folded
and unfolded regions of the protein.

The effect of confinement has been directly addressed in MD
simulations of villin headpiece inside an inert nanopore [73]. The
unfolded state is destabilized in the nanopore, thereby promoting
folding. In contrast, the confinement of water in the pore leads to
a solvent-mediated effect that destabilizes the native state and
produces an unfolded state more compact than the one obtained
in bulk solution. The competing effects influence the kinetics and
thermodynamics of the folding process. Steric confinement of a
protein has a special role in the folding reaction assisted by molec-
ular chaperones in the cell. In particular, chaperonins are a subclass
of chaperones with a hollow structure that provides a cage for the
correct folding of a large number of proteins. It is becoming
increasingly evident [74] that chaperonins not only prevent aggre-
gation of the polypeptide chain but can also act as ‘‘foldase/unfol-
dase enzymes’’, speeding up the folding reaction and reversing the
process for misfolded conformations. MD simulations are contrib-
uting to clarify the mechanisms of assisted folding by giving in-
sights on long-range structural transitions in the chaperonin
GroEL [75,76] and on the behavior of other molecular chaperones
[77,78].

Many proteins require the addition of cofactors to perform their
function. The presence of even a small prosthetic group can dra-
matically modify the stability [79,80] (Fig. 9) or the folding process
of a holo protein with respect to the apo form. For example, MD
simulations of the Cys2His2-type zinc-finger motif [81] showed
that the metal ion binds first to the two cysteine ligands and only



Fig. 8. Macromolecular crowding inside cells shifts the folding equilibrium toward the protein native state because of excluded volume effects [67,68]. The stability of a
protein may decrease going from (a) a crowded environment to (b) a less crowded one.
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later to the two histidines. In addition, it participates in other ear-
lier and significant nonnative contacts with various protein resi-
dues and water molecules, contributing actively to the folding
process, not only to stabilize the final structure. The effect of a
number of other common post-translational modifications of pro-
teins, such as phosphorylation and glycosylation, are currently
investigated in folding/unfolding simulations [82,83]. In particular,
glycosylation can help the folding process through the formation of
specific long-range contacts involving the oligosaccharide moiety
in the folding nucleus [83], contributing also to enhance the ther-
mal stability of the protein native state [84].

Many intrinsically disordered proteins possess unstructured re-
gions that fold into an ordered conformation upon binding to spe-
cific molecular partners. This coupled binding-and-folding
mechanism is inherently complex and difficult to characterize by
experiment, yet crucial to understand the underlying protein func-
tion. MD simulations have been used to describe the atomistic de-
Fig. 9. Simulated unfolding/refolding of the blue copper protein azurin. The
presence of a single Cu ion (in blue) influences significantly the dynamics [79,80]
and thermal stability of the protein, without affecting the folding topology.
tails of this process, such as the folding of kinase-inducible domain
after phosphorylation and subsequent interaction with its binding
partner [82,85]. The results suggest that the intrinsic dynamics of
this protein provides a natural bias toward the folded state [85],
helping it to avoid both kinetic traps due to nonnative contacts
and the necessity to populate bound-like conformations before
binding. Details are also obtained on residues that are critical to
stabilize the complex [82]. The simulation data are consistent with
NMR results; other experimental techniques providing structural
information on disordered conformational ensembles, such as FRET
and small angle X-ray scattering (SAXS) [86], are also commonly
used.
4.2. Unfolding under more complex conditions

Unfolding of a protein can also be induced by high pressure. The
effects of pressure on protein folding/unfolding has been exten-
sively investigated in simulation by Garcia and co-workers [87–
89], showing that the pressure-denatured state of a protein is gen-
erally more compact than the temperature-denatured one and
with more retained elements of secondary structure. Pressure
leads to the unfolding of proteins because the molar volume of
the denatured state is smaller than that of the native state [90].
This has been tentatively attributed to a combination of destabili-
zation of internal (micro) cavities in the protein, differences be-
tween the density of water surrounding the protein with respect
to bulk water and changes in the structure of the bulk solvent. Re-
cently, the first of the three effects has emerged as being by far the
most relevant [89], as demonstrated by combining MD simulations
with crystallography, fluorescence and NMR spectroscopy.

The presence in solution of additional cosolvents or osmolytes
may contribute to the unfolding of a polypeptide. Simulations car-
ried out in a mixture of water and ethanol [91], acetonitrile [92] or
other organic solvents [93] can determine the degree of destabili-
zation of a protein, leading to possible applications in non-aqueous
enzymology. Urea plays a special role because of its widespread
use as a denaturing agent. MD is contributing to reveal how water
and urea cooperate to unfold proteins [25,94,95]. In the first such
study it was shown that urea exerts both a direct and indirect ef-
fect on protein unfolding [25] (Fig. 10). The indirect effect involves
perturbation of water structure that both facilitates the exposure
of nonpolar groups and the liberation of water molecules to ‘‘at-
tack’’ the protein. Then, after unfolding begins urea moves in and
makes specific interactions with the protein, thereby stabilizing



Fig. 10. Solvation of chymotrypsin inhibitor 2 [25] in the presence of 8 M urea (Van der Waals representation). Water molecules (licorice representation) start to penetrate
the top edge of the protein at 1 ns of simulation and progressively disrupt the hydrophobic core. Following the solvation of the core by water, urea moves in forming strong
interactions with the protein, thereby stabilizing the unfolded/denatured state.

Fig. 11. Mechanical unfolding of titin domain I27. Protein in the (a) starting
structure, with native hydrogen bonds in the first b-strand, and (b) detail of the
hydrogen bond breaking after applying a steering force in simulation [101,102].
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the unfolded state. In recent microsecond simulations of lysozyme
in concentrated urea solution [94] the specific importance of van
der Waals interactions between urea and the protein chain was
highlighted. The action of guanidinium chloride, another common
denaturing agent, seems to be similar to urea in that it diminishes
the attraction between hydrophobic surfaces [96], possibly pre-
venting hydrophobic collapse of expanded protein conformations,
as observed previously in 60% MeOH simulations [8]. However,
many other details of the microscopic mechanisms of action of
urea and guanidinium appear to be different [96,97]. In addition,
osmolytes can act as chemical chaperones. For example, MD simu-
lations have been used to determine how trimethylamine oxide
counteracts the effects of urea [98].

Mechanical unfolding of a protein can be obtained by applying
external forces above a few tens of piconewtons [99]. Force-probe
simulations, also known as steered MD, can be used to follow the
structural changes obtained by applying to selected protein atoms
either a constant force or a constant pulling velocity. Steered MD
provides an atomistic view for experimental results obtained with
single-molecule atomic force microscopy (AFM)-based force spec-
troscopy [99]. One well-studied model system is the immunoglob-
ulin domain I27 of titin, a giant protein (about 30,000 amino acid
residues) responsible for the contraction and extension of muscles
[100–102], shown in Fig. 11. In particular, the height of the poten-
tial energy barrier [101] and the additional effect of temperature
during pulling was determined [100]. Steered MD and force spec-
troscopy have also recently cooperated to reveal multiple path-
ways in the unfolding of a slipknotted protein [103]. Such studies
are expected to reveal important details in the folding/unfolding
pathway of proteins with complex topological fold.

5. Concluding remarks

Protein folding is an intrinsically complex process whose inves-
tigation requires a concerted effort between experiment and the-
ory. Computer simulations have been helping to describe the
atomistic details of the folding/unfolding reaction and characterize
the structural states occurring along the pathway. At present, the
complete folding process can be reproduced only for a restricted
number of fast-folding miniproteins, but many of its fundamental
aspects are being revealed in simulation for a vast number of com-
mon proteins under a variety of biologically relevant conditions. In
this respect, MD constitutes an effective tool to support experi-
ment, providing both a framework for data interpretation and a
guide for further investigations. Immediate and future fallouts of
the use of simulations are expected in a range of important areas,
from understanding functional mechanisms occurring in cells to
the rational improvement of protein stability for preventing or
treating dysfunctions.
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