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a b s t r a c t

Existing computational models applied in the protein structure prediction process do not sufficiently
account for the presence of the aqueous solvent. The solvent is usually represented by a predetermined
number of H2O molecules in the bounding box which contains the target chain. The fuzzy oil drop (FOD)
model, presented in this paper, follows an alternative approach, with the solvent assuming the form of a
continuous external hydrophobic force field, with a Gaussian distribution. The effect of this force field is
to guide hydrophobic residues towards the center of the protein body, while promoting exposure of
hydrophilic residues on its surface. This work focuses on the following sample proteins: Engrailed
homeodomain (RCSB: 1enh), Chicken villin subdomain hp-35, n68h (RCSB: 1yrf), Chicken villin sub-
domain hp-35, k65(nle), n68h, k70(nle) (RCSB: 2f4k), Thermostable subdomain from chicken villin
headpiece (RCSB: 1vii), de novo designed single chain three-helix bundle (a3d) (RCSB: 2a3d), albumin-
binding domain (RCSB: 1prb) and lambda repressor-operator complex (RCSB: 1lmb).
© 2018 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

A characteristic property of proteins e as well as of many other
molecules found in living organisms e is their need for interaction
with the aqueous environment without which such molecules are
unable to perform their biological role, whatever it may be [1e6].
Traditional foldingmodels acknowledge the presence of the solvent
by including a certain quantity of water molecules in the bounding
box which encapsulates the target polypeptide chain. This
approach involves modeling pairwise interactions between resi-
dues and water molecules; it can also account for additional
łak), myroterm@cyf-kr.edu.pl
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environmental stimuli, such as ionic potentials and variable pH.
Although the history of in silico protein structure prediction tools

goes back several decades, satisfactory models remain elusive [7].
Example of folding software packages include the CHARMM tool e
the first one to base the process on molecular dynamic simulations
[8e10] and Gromacs [11e15], which introduces an additional vis-
cosity parameter to reflect certain properties of the aqueous envi-
ronment. Each tool implements its own parameterization and
representation of water (e.g. triatomic, biatomic etc.) Interactions
between water and the protein are modeled in a pairwise system,
involving specific atoms which belong to the residue chain, and
individual water molecules (whether tri-, bi- or monoatomic).

In contrast, the approach presented in this work treats the
aqueous solvent as a continuous force field. This field is mathe-
matically defined as a 3D Gaussian, which e according to the as-
sumptions which underpin the fuzzy oil drop (FOD) model e

represents the idealised (or theoretical) distribution of
nder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Fig. 1. Schematic depiction of the folding process. Inputs and outputs for successive
simulations steps are visualized on the left. The right-hand side lists stages of the
process, showing the distinction between the Early Stage and the Late Stage.
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hydrophobicity in a proteinmolecule. The fuzzy oil dropmodelmay
be regarded as an extension of Kauzmann's discrete oil drop model
[16,17], which compares the protein to a drop of oil. When
immersed in water, the drop adopts a spherical shape to minimize
contact with the polar solvent - what was also discussed in details
in famous paper [18] - FOD replaces the discrete representation of
hydrophobicity proposed by Kauzmann [16] with a continuous
gradient where hydrophobicity increases along with distance from
the surface of the protein and peaks at the geometric center of the
molecule. It is further assumed that this distribution of hydro-
phobicity should characterize biologically active proteins (except
for their active sites [19e21]) and that the presence of the solvent
guides the folding process in such away as to ensure internalization
of hydrophobic residues along with exposure of hydrophilic resi-
dues on the surface. The shape and volume of the ellipsoid which
encapsulates the protein are determined by the sigma coefficients
of the Gaussian (one per axis). Depending on the mutual relations
between sx, sy and sz, the protein may appear as a regular sphere
(all three coefficients equal) or as an elongated globule [22]. Ex-
amples presented in this paper include both properly folded and
those which failed, with the aim being to explain the sources of
failure.

2. Materials and methods

2.1. Two-stage protein folding model

Building upon experimental research which indicates that pro-
tein folding is a multi-stage process [23e25], a model was designed
which involves two stages: Early Stage (ES) and Late Stage (LS). The
former intermediate is constructed on the basis of the so-called
limited conformational subspace where the desired conforma-
tional forms are believed to belong to a specific area of the Ram-
achandran plot. This restriction is justified by relations between the
preferred dihedral angles describing the bond between adjacent
residues (Vi) and the resulting curvature of successive pentapep-
tides (Ri). Angles close to 0 produce helical twists; greater values
correspond to various loops e all the way to 180�, when the
structure becomes a beta sheet. This relation can be traced on the
Ramachandran plot by showing that common secondary folds are
found on an elliptical path, as described in Refs. [26e29]. Due to the
presence of seven distinct density peaks along this path (repre-
senting various dihedral angles), a seven-character structural code
can be devised [27]. This encoding further enables us to produce a
contingency table, expressing the relation between structural codes
and preferred secondary folds (for all possible tetrapeptides) [26].
Based on the contents of this table, it is possible to determine the
starting structure (i.e. the early stage intermediate) for any given
polypeptide chain.

2.2. Late stage

The goal of the Early Stage is to correctly predict the secondary
conformational characteristics of a given polypeptide chain. Cal-
culations depend only on the arrangement of residues in the chain
and do not acknowledge any inter-atomic interactions or environ-
mental factors [26e29].

This differs greatly from the process which produces the Late
Stage intermediate. At this point we are interested in the protein's
tertiary conformation and rely on information concerning mutual
interactions between atoms belonging to the protein and those
which form the aqueous environment. To achieve this, the Early
Stage intermediate is immersed in a solvent whose presence
manifests itself as the aforementioned Gaussian distribution of
hydrophobicity. This causes hydrophobic residues to congregate at
the center of the protein body while hydrophilic residues are
exposed on the surface. Optimization of hydrophobic interactions is
interleaved with optimization of nonbonding (electrostatic and van
der Waals) forces, as well as optimization of covalent bonds inside
the model structure. The Gromacs force field and Gromacs program
is applied at this point [30].

2.3. Folding workflow

Fig. 1 provides a schematic depiction of the folding process.
In Phase 1, starting with a FASTA sequence, each amino acid is

assigned a pair of dihedrals (4 and j), based on the contingency
table [26,27] and reflected by a structural code (specific fragment of
the elliptical path on the Ramachandran plot [27,29]).

Subsequently (Phase 2) each amino acid is mapped to a collec-
tion of atoms in 3D space (XYZ coordinates) e 4 and j may change
to avoid steric clashes, but they are restricted to a range of values
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determined by their assigned structural code.
The following stage e i.e. the Late Stage e involves optimization

of external (Phase 3 e hydrophobic forces) and internal forces
(Phase 4 e intramolecular force fields and covalent interactions).
Here, the number of iterations is determined by the user.

Besides Gromacs, which was used to optimize internal force
fields, all other computational modules were developed directly by
the authors' research team. Since optimization of external forces
relies on so-called effective atoms (averaged-out positions of all
atoms comprising the given residue), it may introduce significant
steric clashes once the all-atom representation is restored. This
optimization step is carried out by a software package called
JDrippy and uses Rosenbrock-Palmer's minimization algorithm
which would be greatly hampered by recognition of steric clashes
[31,32]. This is why steric alignment is carried out only after the
optimization step is complete. The same module was used to
eliminate steric clashes in the Early Stage intermediate.

An additional component is used to validate the resulting
structures by comparing them with structures obtained via exper-
imental means. The comparison criteria are the same as those used
in the CASP challenge [33]:

� GDT_TS (Global Distance Test e Total Score) e the main CASP
evaluation criterion. An important advantage of GDT_TS is that
it is not overly sensitive to the conformation of outlying frag-
ments. It adopts values from the 0e100 range, with higher
values indicating better alignment. Values below 20 are regar-
ded as representing entirely different structures.

� TM-score (Template Modeling score) e this criterion is also
relatively insensitive to local deviations and provides a good
metric for comparison of results listed in Ref. [34]. It adopts
values from the 0e1 range. Values greater than 0.5 indicate very
good alignment.

� RMS_CA (Root Mean Square Distance for backbone Ca atoms) e
one of the original structural comparison metrics. It is the only
criterion used in this work which acknowledges the positions of
all residues e this may be regarded as a disadvantage (results
can be thrown off by poor alignment of “unimportant” struc-
tural fragments); however it also shows to what extent the
resulting conformation matches the experimentally determined
native fold of the protein. Lower values of RMS_CA indicate
better alignment.

� QCS (Quality Control Score)e a criterion specifically constructed
to mimic human assessment [35]. It focuses on the shape and
placement of secondary folds. Higher values indicate better
alignment.

In addition to the above, selected structures were singled out for
calculation of Rood Mean Square Distance for backbone atoms
(bRMSD) coefficients, facilitating comparisons with results re-
ported in Ref. [36]. Lower values of bRMSD indicate better
alignment.

Computation of the above values is described in detail in
Ref. [37] as applied for structure comparion of models delivered in
CASP project. GDT_TS, RMS_CA and TM-score coefficients were
calculated using MaxCluster [38]; QCS e using the QCS toolkit [35];
bRMSD e using the ProFit application [39].

Results were visualized using VMD [40], while charts were
plotted with Gnuplot [41] and the Highcharts library [42].

The modules are integrated by a dedicated application called
DrippyAttack, which enables multiple simulations (with varying
parameters) to be launched in parallel on the Zeus cluster at ACC
Cyfronet AGH (a supercomputing center in Krak�ow, Poland). Re-
sults are parsed to generate statistics and export data in a format
suitable for UI viewers.
2.4. Details of optimization of the external force field (phase 3)

As already mentioned, the JDrippy implementation makes use
of the Rosenbrock-Palmer optimization algorithm [31,32]. This is a
gradientless method which seeks a minimum in n mutually
orthogonal dimensions. Initial values of a and b (parameters as they
are defined in the Rosenbrock optimization method) were chosen
as 3.0 and 0.9 respectively, with a 10-degree initial step length. Each
of the 4, j and c angles (which can be manipulated as they do not
participate in rigid secondary structures e we will discuss this in
detail further on) is assigned to a coordinate system axis and
optimized on the basis of its adherence to the theoretical distri-
bution of hydrophobicity (this is hereinafter referred to as the FOD
discordance function). Under these criteria, multiples of 360 are
assumed to represent identical conformations and the FOD
discordance function is computed as follows:

1. A three-dimensional lattice is introduced, with points separated
by d ¼ 5 Å (NP represents the total number of lattice points)

2. For each point a theoretical value of hydrophobicity Htj is
computed as follows:

~Htj ¼
1
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where:
Htsume sum of Htfor all lattice points under consideration.
x, y, z e coordinates of the given point.
x; y; ze coordinates of the point of highest hydrophobicity
(center of the lattice).
s e standard deviation.

x; y; z reflect the placement of the center of the ellipsoid (all
three are equal to 0 at the origin of the coordinate system). s co-
efficients are calculated as 1/3 of the greatest distance between any
effective atom belonging the molecule and the origin of the system,
once the molecule has been oriented in such a way that its greatest
spatial extension coincides with a specific axis (for each axis
separately).

The 1/Htsum coefficient ensures normalization of both distribu-
tions (empirical and theoretical) and therefore enables comparative
analysis. While theoretical hydrophobicity is defined at any point
within the encapsulating ellipsoid, in practice we are only inter-
ested in positions which correspond to effective atoms (averaged-
out positions of all atoms comprising a given residue). Conse-
quently, the sum has N components where N is the number of
residues in the chain. Each component is the theoretical value of
hydrophobicity at the position of the given “effective atom” rep-
resenting the residue under consideration.

3. In addition, the observed value of hydrophobicity Hoj is deter-
mined for each point using the following formula introduced by
M. Levitt [43]:
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where:
c e cutoff distance for hydrophobic interactions.
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rij e distance between the jth lattice point and the center of the
ith residue.

In both equations (eq. (1) and eq. (2)) j denotes the position of
the j-th grid point. Hoj is an aggregate value describing interactions
with neighboring residues (indexed i) at a distance not greater than
9 Å (this distance e c e is treated as the cutoff value for hydro-
phobic interactions, following the original model [43]). Applying a
cutoff value implies that hydrophobic interactions are considered
local and depend on the position of each residue. This function is
empirically determined and, according to Ref. [43], expresses the
force of hydrophobic interactions. Hi

r represents intrinsic hydro-
phobicity (constant for each residue) according to a predetermined
scale, which can be arbitrary (in our study the relevant scale is
derived from Refs. [44,45]). rij is the distance between the i-th
residue (“effective atom” position) and the j-th grind point while
NP is the total number of grid points in the lattice.

The best graphic presentation of the basis of themethod is given
in Ref. [46] (see Fig. 1 in the cited publication).

Since both distributions are normalized (division by the sum-
mary of appropriate H values) the comparison of these two distri-
butions is possible.

4. Fitness score is then given as:

DH ¼
XN
i¼1

ðHti � HoiÞ2 (3)

Higher values of this function correspond to greater deviations
from the FOD model.

The volume of the bounding box is determined prior to opti-
mization; details can be found in the section titled Determination of
expected Phase 3 structure size.

During the optimization process, successive dihedral angles
were selected at random. This means that, having calculated the
discordance parameter following a change in 4 for the second
amino acid in the chain, the algorithm may subsequently choose
any one of the yet-untested dihedrals. This stochasticity may pro-
duce different results for the same set of input data. Consequently,
each input set was processed 10 times, followingwhich we selected
the three best matches (i.e. lowest discordance) for further tests.
One shall mention that the all atom representation is kept along
complete procedure. It is used explicitly for internal energy calcu-
lation (Gromacs bazed steps). All atom representation is used for
“effective atoms” position in the steps oriented on calculation of
hydrophobic interaction in FOD based steps.

Minimization of discordance may severely disrupt secondary
folds (helices and beta sheets) because it does not check whether
the altered residues belong to such structures, and furthermore it
focuses only on the positions of effective atoms. This is why we
decided to introduce an option to treat secondary folds as rigid
entities during the optimization process (but not during optimi-
zation of internal forces e as it turns out, the Early Stage inter-
mediate typically does not include well differentiated secondary
folds and furthermore its helical twists are not fully normalized;
consequently, we wanted to enable Gromacs to introduce slight
changes in helices and beta sheets).

The number of optimization steps was set to 100, 600, 1100,
1600 or 2100 in order to determine whether increasing the number
of iterations produced better results.

2.5. Resolution of steric clashes (end of phase 3)

Since attempts to avoid steric clashes (i.e. situations where
unbound atoms are placed in close proximity to one another)
during the minimization process greatly reduced the efficiency of
the algorithm, we instead opted to resolve such clashes only after
minimization is complete. For each of the three structures pro-
duced in the preceding step 10 iterations of the clash resolution
procedure were carried out. We then selected the structure with
the fewest clashes as long as its volume was not significantly
increased by the resolution process (this additional condition was
introduced to avoid selecting structures which may be free of
clashes but whose packing is deemed insufficient).

The clash resolution process is not expected to remove all
clashes but to eliminate as many of them as possible given the
limited processing time.

2.6. Determination of the expected phase 3 structure size

The expected final size (Rfinal) of the structure produced by the
simulation workflow was computed in two ways:

a) Based on the formula published in Ref. [47], as the average value
of dimensions of the bounding box containing the protein (for
the sake of simplicity)

b) As

Rfinal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
103:1þ0:7725*logðNÞ3

p
(4)

where N is the number of amino acids in the protein. The originally
published coefficient (3.5671) was lowered to 3.1, which yielded
significantly improved predictions of the size of selected structures.

c) As the average value of dimensions of the bounding box con-
taining the native form of the protein as supplied by Gromacs.

In most cases all three methods produced very similar results.
The expected Phase 3 structure size (or, more accurately, the

average value of dimensions of the bounding box) was calculated as
follows:

For N¼ 1: Ri ¼ Rfinal (5)

For N > 1 Ri ¼ Rstart þ ði� 1ÞRstart � Rfinal
N � 1

(6)

Ri ¼ Rstart þ ði� 1Þ,Rstart � Rfinal
N � 1

Where N is the number of iterations (i.e. repetitions of phases 3
and 4), i is the current iteration, Rfinal is the expected final size and
Rstart is the initial size of the Early Stage intermediate.

Rstart may be computed in two ways:

a) MAX e maximum value of the dimensions of the ES bounding
box

b) AVER e average value of the dimensions of the ES bounding box

In some cases Rstart proved greater than Rfinal, suggesting that the
optimization process increased the volume of the protein. This ef-
fect contradicts the natural properties of the folding process,
however the results provide a useful baseline for comparative
analyses.

We also attempted twofold repetition of i for each set of input
parameters (Ri).

2.7. Details of optimization of the internal force field (phase 4)

Optimization of internal force fields was carried out using
Gromacs v4.5.3, at single precision, using the Conjugate Gradients



Table 2
Comparison of the actual size of the native structure with a size determined solely
on the basis of the chain length (size is understood as the average value of the di-
mensions of the protein's bounding box).

Protein Rfinal calculated for the native
form e 1.6.1.b [Å]

Rfinal produced by
eq. 1.6.1.a [Å]

1ENH 28.82 30.16
1YRF 22.96 26.97
2F4K 23.73 26.97
1VII 24.32 27.17
2A3D 32.79 32.59
1PRB 31.41 30.02
1LMB 34.85 34.10

M. Gadzała et al. / Journal of Molecular Graphics and Modelling 87 (2019) 227e239 231
method with the following coefficients: emtol ¼ 10.0 kJ/(mol * nm)
(minimization is achieved if the maximum force present inside the
structure is lower than the given threshold); emstep ¼ 0.05 nm
(initial step length).

From among the three structures produced in Phase 3 we
selected the one for which atom-atom forces (as given by Gromacs)
were lowest. This structure was subjected to further optimization
of internal force fields. The bounding box was a dodecahedron
configured to exceed the actual size of the protein by 1 nm. We
applied the Gromacs amber99sb-ildn force field, which aggregates
multiple internal force fields [47].

The number of optimization steps was set to 100, 600, 1100,
1600 or 2100 in order to determine whether increasing the number
of iterations produced better results.
2.8. Iterations of phase 3 and phase 4

The number of successive iterations of the optimization process
(Phase 3 and Phase 4) combined was set to 1, 2*, 5, 10, 10*, 15 and
30* (asterisks indicate that the process was repeated twice for each
expected Phase 3 structure size).
2.9. Data

Our analysis involved proteins: Engrailed homeodomain [48]
(PDB id: 1enh; Resolution 2.1 Å; R-value Free - unavailable; and R-
value Work: 0.197), Chicken villin subdomain hp-35 [49], n68h
(RCSB: 1yrf) (Resolution 1.07 Å; R-value work - unavailabe, R-value-
free 1.161); Chicken villin subdomain hp-35 [50], k65(nle), n68h,
k70(nle) (RCSB: 2f4k) (Resolution 1.05 Å, R-vaue work e unavai-
lable, R-value freee 0.166); Thermostable subdomain from chicken
villin headpiece [51] (RCSB: 1vii) (solution NMR), de novo designed
single chain three-helix bundle (a3d) [52] (RCSB: 2a3d) (solution
NMR), albumin-binding domain [53] (RCSB: 1prb) (solution NMR)
and lambda repressor-operator complex [54] (RCSB: 1lmb; reso-
lution e 1.8 Å, R-value work 0.189, R-value free e unavailable).

were downloaded from RCSB [55] selected due to its high
conformance with the FOD model, leading us to assume that its
folding process proceeds in accordance with FOD criteria [56].
Moreover, this protein is frequently used as a case study by other
research teams [34,35]. The remaining proteins were selected to
investigate the behavior of the proposed method for chains which
vary in terms of their length and FOD conformance. Table 1 pro-
vides a summary of the basic properties of each protein, along with
their origin and likely function (Table 1.).

The sizes of the proteins’ native forms differed somewhat from
the corresponding values of Rfinal, however the discrepancies were
deemed sufficiently small to enable meaningful analysis (Table 2).
For the purposes of the simulation algorithm, values were rounded
to the nearest whole number (except for 1ENH where 28.82 was
rounded down to 28). The examination of the size of molecule is
important due to the decreasing size of 3D Gauss function during
Table 1
The listed native structures were downloaded fromwww.rcsb.org in PDB format and sub
method). Resulting forms were evaluated for their potential energy and FOD fitness.

PDB ID FOD discordance Potential energy Chain

1ENH 0.00247 �8.82Eþ03 54
1YRF 0.00383 �2.52Eþ03 35
2F4K 0.00397 �2.36Eþ03 35
1VII 0.00416 �1.52Eþ03 36
2A3D 0.00239 �5.26Eþ03 73
1PRB 0.00448 �1.43Eþ03 53
1LMB 0.00260 �7.00Eþ03 87
the optimization procedure. Each step of the minimization pro-
cedure is performed for smaller size of ellipsoid. The relation be-
tween ES and native size of molecules was discussed in details in
Ref. [57].
2.10. Assessment of the final structure under the FOD model

As discussed in Section 1.3, assessment of similarities between
the target structure and model predictions is based only on geo-
metric factors. The FOD model introduces a formal way to deter-
mine the fitness between the observed and theoretical
distributions of hydrophobicity in a protein e this fitness is
expressed by the so-called relative distance (RD) coefficient, which
shows whether the target structure more closely approximates the
theoretical Gaussian distribution of hydrophobicity or a reference
distribution in which no concentration of hydrophobicity is
observed at any point in the protein body. This method of
expressing fitness score is independent of chain length and has
been described in numerous publications (the detialed description
in Ref. [46]). Below, we apply it to assess the similarities between
our models and their respective targets.

The description provided below follows CASP naming standards,
with “targets” referring to structures deposited in PDB while
simulated structures are referred to as “models”.

Additionally the comparison of the size of molecule is important
due to the squeezing procedure applied during optimization
procesidue. The size of ellipsoid encapsulating the molecule shal be
under controll since it may be changed during the calculation. The
relation between size of ES intermediate and the native form is
discussed in details in Ref. [57].
2.11. Comparative analysis of final structures

The parameters based on the FOD model are included in
comparative analysis. The notion applied is as follows: capital O, T
symbols represent the observed and theoretical distributions
respectively. The indexes “m” and “t” distinguish model and target
respectively. The O distribution in any case is the distribution
jected to gentle relaxation using Gromacs (100 iterations of the conjugate gradients

length [aa] Type Organism

DNA binding Drosophila melanogaster
Structural Gallus gallus
Structural Gallus gallus
Actin binding Gallus gallus
Synthetic Synthetic construct
Albumin binding Escherichia coli
Transcription/DNA Escherichia virus Lambda

http://www.rcsb.org
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calculated according to eq. (2) while T distribution is calculated
according to eq. (1). The T distribution expresses the idealised
(expected) distribution ahilw O expressed the really observed dis-
tribution being the result of the residues positions. Each of them is
represented by its intrinsic hydrophobicity Hi

r.
The model and target structures encapsulated in the 3D Gauss

ellipsoid can be essesed In respect to their T and O distribution. The
similarity of these two distributions can be measured. The
Kullback-Leibler entropy DKL is applied to this analysis [58].Where
pi e probability - in our case e observed hydrophobicity distribu-
tion, p0i e probability e in our case the observed hydrophobicity
treated as reference distribution for point i-th, N e number of
points in the profile.

The DKL is the quantity of entropy character. This is why its value
has no immediate interpretation. To solve this problem the second
reference distribution is introduced e R. According to this distri-
bution each residues represents equal hydrophobicity. It means
there is no concentration of hydrophobicity in any point in the
protein. To measure the Relative Distance the RD coefficient was
introduced defined as follows:

RD ¼ DKL (OjT) / [DKL(OjT) þ DKL(OjR)] (9)

The pi is represented by O and p0i by T and R distribution treated
as reference distributions respectively. The interpretation of RD
value expresses the similarity of O distribution versus T and R ones.
The lower value of RD the closer is the O distribution versus T
distribution. It means that the centric hydrophobic core is present
in protein under consideration. The values of RD below 0.5
expressed such situation.
3. Results

3.1. Folding simulation

For each protein 800 folding simulations were carried out
(Table 3), differing in terms of the number of steps in Phase 3 and
Phase 4, iterations of the optimization process (Phase 3 þ Phase 4)
as well as values of Rstart and Rfinal. Since for 2A3D two different
algorithms produced identical values of Rfinal, all simulations were
repeated twice to obtain the same number of results as for other
proteins (800 in total).

Note that not all simulations could be carried out to completion
as some of them required excessive computing time.

The percentage of results with GDT above 40, i.e. suspected to
resemble the native structure e varied (depending on the protein)
between 36.6% and 0%. The best results were obtained for 2F4K,
while the lowest scorers were 1PRB and 1LMB. 1PRB in particular
performed much worse than 2A3D. In addition, very few reason-
able results were obtained for 1VII e one of the smallest proteins in
the set.

Early Stage structures contained folded helices; however their
Table 3
Folding simulation statistics for each protein in the set.

Protein No. of simulations

planned completed completed with TM> 0.

1ENH 800 98.6% 11.4%
1YRF 800 99.2% 1.1%
2F4K 800 99.5% 1.3%
1VII 800 99% 0%
2A3D 800 98.3% 7.1%
1PRB 800 99.5% 0%
1LMB 800 98.6% 0%
placement did not always correspond to the location of helices in
the native structures (Fig. 2). Moreover, twist angles differed from
those observed in native proteins. Taking 1PRB as an example, we
can see that the Early Stage intermediate contains two helices
(instead of the expected three) and that these helices are incor-
rectly positioned. Similar inaccurate results are observed in 1VII,
2A3D and 1LMB Early Stage intermediates.

Results with the highest values of GDT_TS, TM-score, RMS_CA
and QCS (Table 4.) were singled out for further analysis. The only
exception was 1ENH (simulation no 624) which, despite poor
similarity coefficients, appears more consistent than other proteins
upon visual inspection. Two proteins (1YRF and 2A3D) obtained
high scores in all categories, while two more (1ENH, 2F4K) were
highly scored in most categories. In terms of GDT and TM-score,
1YRF and 2F4K were very strong performers while 1ENH and
2A3D received satisfactory grades. In contrast, simulations failed to
meet expectations for 1PRB and 1LMB.

In addition to the summary presented in Table 4 we also
computed RMSD values for 1ENH structures derived from this ta-
ble, obtaining 4.374 Å, 3.370 Å and 3.514 Å for simulations no. 290,
440 and 624 respectively.

Computation of correlations between the coefficients listed in
Table 4 revealed no significant regularities. Only slight correlation
(0.60) was noted between RMS_CA and FOD discordance for the
final structure (Fig. 3.). Considering QCS, the following was
observed: while lower FOD discordance corresponded to lower
RMD_CA, high values of QCS were generally retained.

Referring to Table 4:

� No simulations with fewer than 5 iterations are listed.
� Only one simulation involved 2100 Phase 4 steps, and it did not
produce the best results in terms of RMS_CA/TM-score/GDT_TS/
QCS.

� From among proteins with generally correct folds, only 2A3D
increased in volume during Phase 3 (Rstart > Rfinal); all others
shrank.

� Most simulated folds exhibited better consistency with FOD
(lower RD) than their corresponding native forms.

� Most correctly folded proteins had low internal energy.

It seems intuitive that Phase 3 should reduce the size of the
protein; however, when analyzing GDT and Phase 3 size changes in
the 800-iteration set no such correlation appears evident (corre-
lation coefficients between �0.02 and 0.06).

Similarly, final FOD discordance did not correlate with GDT
values (coefficients between �0.14 and 0.0, except for 1PRB where
the value was 0.47). The same is true for internal energy (co-
efficients between �0.04 and 0.04) and number of steps per
simulation (�0.5 to �0.04).

Fig. 4. Visual inspection of overlays of the native backbone (gray)
with backbones produced by folding simulations listed in Table 1
confirms the conclusions drawn from analysis of GDT and TM:
4 completed with GDT >40 completed with RMS_CA < 3.2

23.6% 0.0%
13.9% 4%
36.6% 3.6%
3.8% 0%
4.1% 0%
0% 0%
0% 0%



Fig. 2. Comparison of secondary folds e helices present in the native structure (gray) and the Early Stage intermediate (purple) for each protein. Each square corresponds to a single
residue. Residues tagged in white do not belong to helices.

Table 4
Summary of the best results obtained for each protein in terms of GDT, TM, RMS_CA and QCS. The exception is 1ENH (simulation no. 624) which did not rank highest in any
category.M next to Rstart indicates that MAX size was applied (cf. Section 1.6.2.a), while A corresponds to the AVER size (Section 1.6.2.b). Lowercase labels („a” and „b”) next to
Rfinal values correspond to distinct computation algorithms presented in Sections 1.6.1.a and 1.6.1.b respectively.

Protein Id GDT TM RMS_CA QCS Internal energy FOD discordance Iterations Rstart Rfinal Phase 3 steps Phase 4 steps

1ENH 290 57.87 0.514 4.542 74.04 �7736.8 0.001944 30* (M) 61.6 (b) 28 600 100
440 52.32 0.478 3.514 64.82 �7870.8 0.001675 15 (M) 61.6 (b) 28 1100 100
624 51.39 0.462 3.734 61.13 323 876E2 0.001664 15 (M) 61.6 (a) 30 1600 2100

1YRF 450 70.72 0.498 2.310 70.71 �1362.4 0.002180 30* (M) 31.6 (b) 23 1100 100
2F4K 703 64.29 0.48 2.342 57.96 �2489.6 0.003319 5 (M) 34.2 (a) 27 2100 1600

680 33.57 0.35 2.886 61.20 �1854.0 0.003316 5 (M) 34.2 (b) 24 2100 100
1VII 207 53.47 0.37 3.518 39.21 �1945.2 0.003371 5 (A) 20.7 (b) 24 600 1110

228 39.58 0.306 3.460 39.94 �1788.8 0.003578 5 (A) 20.7 (a) 27 600 1600
523 50.69 0.319 4.233 54.12 �2423.52 0.003079 5 (M) 34.91 (b) 24 1600 1600

2A3D 055 48.63 0.505 3.968 65.38 �5740.0 0.002529 20* (A) 29.6 33 100 100
1PRB 237 33.02 0.304 6.494 40.67 683 241E5 0.002609 10* (A) 21.4 (a) 30 600 1100

122 33.02 0.316 10.05 26.40 �3241.4 0.004732 15 (M) 37.27 (b) 31 100 1100
423 27.83 0.260 8.061 43.02 �2588.5 0.003023 10 (M) 37.27 (a) 30 1100 1600

1LMB 625 24.71 0.291 13.13 37.65 �4264.86 0.001368 15 (A) 30.47 (a) 34 1600 100
796 16.38 0.223 9.884 30.05 �4362.28 0.001050 30* (A) 30.47 (a) 34 2100 600
300 20.98 0.267 12.98 41.24 �3034.76 0.001665 15 (M) 60.15 (a) 34 600 100

Fig. 3. Simulated folds of 1ENH: relationship between RMS_CA (vertical axis), FOD
discordance (horizontal axis) and QCS (yellow e low; turquoise e moderate; navy blue
e high).
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accurate results were obtained for 1YRF and 2F4K; acceptable re-
sults e for 1ENH and 2A3D; poor results e for 1LMB and 1PRB.

Fig. 5 Shows the distribution of amino acid residues in native
folds (gray; left) and in selected simulated structures (purple;
right). Hydrophilic residues are tagged in blue while hydrophobic
residues are tagged in red. Simulation results are never perfectly
accurate, but appear consistent with native folds for 1YRF and 2F4K.

The charts shown in Fig. 6 and Fig. 7 reveal changes which occur
during the optimization process for 1YRF (no. 450; best simulation
results). Fig. 6 shows that discordance progressively decreases
while internal energy, having fallen to a certain level, only reverts
to that level when the structure is “spoiled” in Phase 3. Each round
of Phase 3 disrupts the distribution of internal energy and vice versa
e Phase 4 reduces the molecule's accordance with the fuzzy oil
drop model.

Fig. 7 Shows the evolution of GDT and RMS_CA during the
folding process. Clearly, improvements are not inexorable, and
some rounds of optimization erase earlier gains even though the
final result is a clear improvement over the initial structure.
Notably, the best structure (in terms of the abovementioned co-
efficients) is produced in the 19th iteration (labeled 9.5 on the
chart).

3.2. Relationship between the distribution of hydrophobicity in the
model and the corresponding distribution in each protein's crystal
structure

Table 5 presents the status of the analyzed structures from the
point of view of their hydrophobic cores. The second column lists
values of RD which indicate the presence of a prominent hydro-
phobic core in all proteins (RD< 0.5), even though the degree of
ordering varies. Regarding simulation results (3rd column in
Table 5), it seems that one protein (2A3D) did not generate a hy-
drophobic core consistent with the FOD model (RD> 0.5).

The values listed in Table 5 characterize the status of the hy-
drophobic core in the PDB target (which exhibits a prominent core).
The second column shows that only 2A3D does not contain a well-
formed core in the model structure.



Fig. 4. Overlays of the native backbone (gray) with backbones produced by folding simulations (purple) listed in Table 1.
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The accuracy of models with regard to the structure of the hy-
drophobic cores of target molecules may be visualized by plotting
hydrophobicity distributions for the analyzed proteins. The com-
parison of Ot (observed distribution in target) with Om (observed
distribution in model) is possible as shown in Fig. 8 (for proteins
where the model is a good match for the target RD< 0.5) and Fig. 9.
(for proteins where RD > 0.5, indicating low fitness between the
model and the target).

The FOD results plotted in Fig. 8 may be characterized as
promising since the model distributions clearly resemble the dis-
tribution found in the target. Differences are small and limited to
specific residues, while the overall shape of the curve (with its
maxima and minima) remains consistent with the target. Of note is
the accurate result obtained for 1LMBe the longest chain in the set.

2F4K was modeled correctly despite gaps in its sequence. The
same holds for 2ENH, which e in addition to tightly packed sec-
ondary folds in the central part of the molecule e includes loose
fragments. Thus, obtaining a correct model for this protein can be
regarded as a promising result. Similarly, 1PRB e a helical protein e

produced results which remain consistent with its target (from the
point of view of hydrophobicity distribution).

Fig. 9 reveals fragment which deviate from distributions of hy-
drophobicity in their respective targets. In the case of 2A3D these
deviations are strongly localized while in 1VII and 1YRF they
encompass the central part of the chain (although the distribution
of local minima and maxima is largely replicated in the model).
Visual analysis of the presented charts suggests that the folding
process may have been terminated prematurely. Further
compression of local maxima would likely have resulted in an
increased concentration of hydrophobicity in the core. While RD is
above 0.5, large parts of the chain remain consistent with the
target.

Other form of comparative analysis is the energy calculation
which was performed using the dFire and dFire2 protocol [59]
using servers [60,61]. The energy of proteins under considerations
are given in Table 6..

The values given in Table 6 reveal higher energy for models in
respect to crystal (native) structures, however some of them are
quite close. The structure of 1YRF shows the lower energy formodel
structure.

Taking into account the parameters and conditions for FOD
optimization it suggests that the final size was probably to large to
stop the optimization procedure. The stronger squeezing of the
molecule (decrease of ellipsoid size) is taken under consideration
for the further experiments in silico.



Fig. 5. Comparison of native backbone (gray) with simulated backbone (purple). Two projections are visualized.
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4. Discussion

When comparing simulation results for various proteins we
relied mostly on the GDTcoefficient since it is of central importance
in the CASP challenge. Structures characterized by optimal GDT
were not always optimal in terms of QCS, TM and RMS_CA; how-
ever, it is always recommended to check whether RMS_CA is
acceptably low. This is due to the fact that structures in which key
fragments deviate strongly from their respective native forms may
still rank high on the GDT scale. Regarding RMS_CA, these values
are dependent on the length of the protein; as such, it only makes
sense to compare them for chains which contain a similar number
of residues (e.g. 1YRF, 2F4K and 1VII).

The best results were obtained for the smallest structures (2F4K
and 1YRF), however an even more important factor was whether
the Early Stage intermediate comprised correctly positioned sec-
ondary folds. For example, 1PRB, although smaller than 1ENH or
2A3D, produced significantly worse results in terms of GDT, TM,
RMS_CA and QCS (its Early Stage structure was the least accurate
from among all proteins in the set). Late Stage folding simulations
are quite capable of handling small adjustments in the placement
and shape of helical twists e see for example 1YRF.
The above study did not cover proteins whose native forms are
greatly divergent from the FOD model. It seems that this discor-
dancee as long as it does not exceed a certain threshold e does not
significantly affect folding simulations. The assessment expressed
by RMS_D seems to be in contradictionwith the level of accordance
of hydrophobic core formation. The accordance however depends
on the criteria selected for comparison.

On the other hand, taking into account the immanent signifi-
cance of water environment, the hydrophobic core formation shall
be taken into account as the criteria for final structure assessment.

We were not able to identify a meaningful relationship between
the adopted parameters (number of iterations; number of steps in
Phase 3 and Phase 4 etc.) and the quality of results. Similarly,
calculating FOD discordance or total internal energy does not tell us
whether the model is sufficiently accurate. Thus, automatic verifi-
cation of model quality with no prior knowledge about the native
fold remains an open issue.

Results obtained for 1ENH (RMS_CA¼ 3.514 and bRMSD¼ 3.370
for simulation no. 440; TM-score¼ 0.514 for simulation no. 290)
are slightly better than those reported in Ref. [35] (bRMSD¼ 3.40)
and significantly better than those reported in Ref. [62]
(RMS_CA¼ 4.52) but also somewhat worse (in terms of TM-score)



Fig. 6. Tome flow of RMS_CA [Å] (purple) and GDT for 1YRF (green).

Fig. 7. Changes in internal energy (purple) and FOD accordance (blue) for 1YRF (simulation no. 450). Blue arrows mark point to the effects of Phase 3 optimization (JDrippy) while
purple arrows reveal Phase 4 changes (GROMACS). Each iteration shown on the chart corresponds to one change in final size (Phase 3). Since this parameter changes only every
other step, “fractional” iterations were introduced.
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than those reported in Ref. [33] (TM-score¼ 0.67).
Folding simulations conducted in the presence of water in-

dicates that the solvent plays an important role in this process. It is,
however, important to ensure that the Early Stage structure in-
cludes the correct secondary folds since the Late Stage does not
redefine such structures e it merely optimizes their shape and
location by eliminating potential steric clashes.
It should also be noted that the gradient minimization method

employed in Phase 4 (Late Stage) does not entirely eliminate
structures which are ruled out by laws of physics and chemistry and
does not alter them to produce correct structures. A solution to this
problem may involve molecular dynamics simulations, which are



Table 5
Values of RD for model structures (produced by folding simulations) and their PDB
counterparts (targets).

PROTEIN (PDB ID) TARGET MODEL

Tt-Ot-Rt Tm-Om-Rm

1LMB 0.462 0.413
2F4K 0.287 0.384
1ENH 0.376 0.363
1PRB 0.338 0.437
2A3D 0.419 0.519
1VII 0.282 0.429
1YRF 0.246 0.330

Fig. 8. Observed distributions of models which exhibit deviations from their respec-
tive targets - Ot/Om e proteins with precision expressed by RD< 0.5. Red line e Om

(observed in model), blue line e Ot (observed in target). A e 1LMB, B e 2F4K, C e

1ENH, D e 1PRB

Fig. 9. Observed distributions of models which exhibit deviations from their respec-
tive targets - Ot/Om (RD> 0.5). Frames mark highly discordant fragments. Red line eOm

(observed in model), blue line e Ot (observed in target). A e 2A3D, Be1VII, C e 1YRF

Table 6
The energy values are received using dFire and dFire2 protocols for native structure
(as available in PDB) and for models.

dFire dFire2 N residues N atoms

1ENH Native �137.5 �83.60 54 466
Model �88.97 �61.95 54 466

1LMB Native �438.70 �289.04 179 1378
Model �134.50 �99.81 87 669

1PRB Native �85.93 �55.60 53 418
Model �64.85 �46.76 53 408

1VII Native �51.86 �35.82 36 294
Model �46.53 �34.14 36 294

1YRF Native �47.23 �44.48 35 288
Model �49.85 �34.85 34 278

2A3D Native �136.17 �93.86 73 571
Model �113.43 �79.80 72 561

2F4K Native �64.11 �40.57 33 270
Model �46.19 �34.48 34 276
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supported by Gromacs, either in Phase 4 or at the very end of the
simulation workflow e this should further improve the accuracy
and stability of models. Molecular dynamics algorithmsmay also be
applied to automatically prune weak results.

The promising results of Gromacs molecular dynamics simula-
tions with a solvent density model consistent with the 3D Gaussian
[46] should be acknowledged. This model mimics progressive re-
striction of conformational freedom corresponding to increases in
density and correlates with themodel used in Late Stage Phase 3. Its
principal advantage is that it greatly reduces computational
complexity. The model may be applied in order to further improve
the folding simulation workflow.

Comparison of results with those obtained by other teams [62]
is not in our favor; however, given the incomparably greater
experience possessed by these teams, the presented method may
still be regarded with cautious optimism.
The presented work relies on assessment of model accuracy on

the basis of CASP metrics (GDT_TS, TM-score, QCS, RMS_CA and
bRMSD). Nevertheless, it must be emphasized that no single un-
ambiguous accuracy criterion currently exists. Methods employed
in CASP (with the exception of FlexE) focus on the geometry and
topography of the model structure. However, geometric similarity
is not the sole criterionwhich should be taken into account, and the
method proposed in Ref. [36], which makes use of the FOD model,
may provide a useful auxiliary criterion. This work presents results
obtained using this approach both with regard to the native fold
and the outcomes of various simulations.

The need to acknowledge the aqueous environment stems from
a set of observations which suggest that this environment is not
accurately represented in current algorithms. In particular, the links
between tertiary conformational stability and the presence of a
hydrophobic core and disulfide bonds are discussed in Ref. [63],
showing that both factors may either compound or counteract each
other.

The search for new folding simulation models is spurred by the
perceived lack of sufficient accuracy among existing tools, despite
over 50 years of development [7]. Emphasizing the role of the
aqueous solvent is in line with recent studies regarding the
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influence of water upon the activity and conformational prefer-
ences of protein chains [64,65]. TheWeFold team [62] suggests that
it may be useful to turn to models which have not heretofore been
successful, and attempt to combine their strengths with the
strengths of existing approaches in hopes of obtaining more accu-
rate results than those produced by any individual platform or tool.
The detailed discussion of the folding process with the participa-
tion of so called burial potential [64]. The concentration of hydro-
phobic residues in the center of protein body is the result of
external influence of water environment. The model presented in
Ref. [65] treats the concentration of hydrophobic residues in the
central part of proteins as the results of inter-residual interaction of
hydrophobic character.

The presented here approach to folding simulations based on
the FOD model appears encouraging e as evidenced by Table 6,
which shows strong similarities between the distributions of hy-
drophobicity in the models and their respective targets. We intend
to continue developing this method (as already postulated in
Ref. [66]) by introducing multicriteria optimization where both
force fields e internal (nonbonding interactions) and external (FOD
model, representing the influence of the aqueous solvent) remain
in balance, to ensure the production of a compromise structure.

The lowest accordance as received for 1VII is probably due to its
length which is the shortest one in the set. According to Ref. [18]
polypeptide chain below certain length is not able to generate the
hydrophobic core due to the lower number of degrees of freedom.

Results discussed in this work can be found under the following
URLs:

For 1ENH
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1ENH-4.5.3-
s-dm.
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1ENH-4.5.3-%0Ds-dm.
For 1YRF:
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1YRF-
gromacs-dm.
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1YRF-%0Dgromacs-dm.
For 2F4K:
http://1protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/2F4K-4.5.3-
s-dm.
http://1protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/2F4K-4.5.3-%0Ds-dm.
For 1VII:
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1VII-4.5.3-s-
dm.
For 2A3D:
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/2A3D-4.5.3-
s-dm.
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/2A3D-4.5.3-%0Ds-dm.
For 1PRB:
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1PRB-4.5.3-
s-dm.
http://protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1PRB-4.5.3-%0Ds-dm.
For 1LMB:
http://1protein-folding.plgrid.pl/simulationsSummary.php?

dir¼plgtomanek/1LMB-
4.5.3-s-dm.

5. Conclusions

The discussed FOD model is an attempt to present the influence
of water environment, which can be compared with others like
implicit solvent model [67e70]. The implicit solvent model trans-
forms the exposure of hydrophilic/hydrophobic residues into
thermodynamic parameters, while FOD model treats the environ-
ment as the active partner in folding process directing this process
toward hydrophobic residues concentration in the center of
molecule with hydrophilic residues exposure on the surface. This
way the FODmodel represents an attempt to define themechanism
of folding process. The results show n in this paper look promising
taking into account short history of its application. Particularly, the
discussion of misfolding proteins (amyloids) makes the method
promising [71,72]. Planed application of multicriteria optimization
procedure is expected to upgrade the FOD method [73].
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