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Figure 1. Exploring the Rich Dataset of Hartshorne, Tenenbaum, and Pinker [4] Using Item Response Theory (IRT) Uncovers Many Rich Facets of
the Data. (A) A histogram of latent ability scores based on four-parameter IRT model fits. Color shows the language status of the participants. (B) Latent ability scores
for monolinguals, plotted by participant age and formal education. Dot size represents the log of the number of observations; curves show LOESS functions.

In the data of HTP, even within the mono-
lingual speakers, ahigher level of education
was related to faster development and a
greater eventual level of latent ability
(Figure 1B). Understanding the interactions
between morphosyntactic testing and for-
mal education is another important theo-
retical challenge for future work in this area.

In sum, through creative methodology
and major effort, HTP have gathered a
dataset that will keep theoreticians and
modelers working for years to come.
Understanding how these data reflect
on the critical period hypothesis will
require further formal work to develop
models that link observed behavior to

theoretical constructs. Psychometric
theory may be a useful starting point
for this development; other new

tools will almost certainly be needed
as well. One clear lesson from the work
of HTP, however, is that bigger data
provide an opportunity to construct bet-
ter theories.
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Neurons That Update
Representations of the
Future

Peggy Serigs’*

A recent article shows that the

brain automatically estimates the
probabilities of possible future
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actions before it has even received
all the information necessary to
decide what to do next.

‘The future depends on what we do in
the present’, as Gandhi said. Each action
we take defines and constrains our pos-
sible future. This is true for political
action, but also for everyday movements.
If we are running and our leg is fully
stretched, whatever we do next, the
set of possible motions is constrained:
they need to involve a flexion of the knee.
An efficient prediction system should
take this into account dynamically. It
should continuously update a represen-
tation of the possible future actions
before they happen, along with the asso-
ciated uncertainty. Do brains do this?
Glaser et al. [1] present evidence that
indeed they do.

Predicting the future is often thought to be
what brains have evolved to do. An effi-
cient way to make predictions involving
uncertainty is to represent knowledge
with  probability distributions and to
acquire new knowledge by following the
rules of probabilistic inference. It has thus
become popular to think that the brain
performs (an approximation of) probabi-
listic (a.k.a. ‘Bayesian’) reasoning. This
idea has already had a profound impact
in cognitive science and is consistent with
a large body of work in human and animal
behaviour [2,3].

However, the details of this hypothesis are
unclear. In particular, there remains a large
gap between the behavioural studies sup-
porting the Bayesian hypothesis and
uncovering the underlying neural substrate.
Is the brain truly representing probability
distributions? Where would those distribu-
tions live? How would they berepresented?
How flexibly are those representations
updated, in particular when they should
be dynamically changing? Glaser et al. [1]
shed light on such issues.

672 Trends in Cognitive Sciences, August 2018, Vol. 22,

In their experiment, three monkeys were
trained to reach for four targets on each
trial, one after the other, using their hand.
On each trial, the position of the next
target was conditioned on the current
hand position: targets were more likely
to appear approximately opposite the
current hand position, with a slight clock-
wise bias. Additionally, the farther the
hand position was from the centre of
the workspace, the more likely the
upcoming target was to be in the oppo-
site direction. The authors first measured
whether monkeys learned these probabil-
ity distributions by looking at their behav-
ioural performance. They found that
indeed their initial reaches were biased
by expectations about the target and their
uncertainty.

The monkeys were implanted with elec-
trode arrays in the primary motor cortex
(M1) and dorsal premotor cortex (PMd).
Neuronsin the PMd are known to be active
during the preparation for the reach and
also during the reach itself. They are
broadly tuned, responding best to one
direction of reach. Glaser and colleagues
find that a small population of PMd neu-
rons, which they call ‘potential response’
(PR) neurons, are modulated before target
presentation, based on the anticipated
possible target locations. Moreover, the
preferred directions of these neurons were
distributed approximately in proportion to
how likely upcoming movement directions
were. The authors also could decode the
movement that the PR neural population
was planning in the 100 ms before target
presentation. They find that the planned
reaches decoded before target onset were
usually approximately to the position
opposite to the current hand position. This
representation  contained  information
about the uncertainty of the future posi-
tions, supporting the idea that it is really a
probability distribution that is represented
on single reaches, across the population of
neurons. Such representation was not
found in M1.
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This line of work is important as it helps
bridge the gap between neural represen-
tations and probabilistic computations. It
also raises a number of questions. If PMd
neurons represent the probability distri-
bution of upcoming possible reaches, is
this encoded as a continuous function or
as samples of this distribution? At a the-
oretical level, there has been a longstand-
ing debate about whether the brain uses
probabilistic population codes (PPCs) [2]
versus sampling codes, where only a few
hypotheses would be represented with
frequencies proportional to their probabil-
ities, either across time or across the
population of neurons [3,4]. At present
Glaser et al.’s data seem compatible with
both explanations. In theory, PPCs and
sampling make different predictions, par-
ticularly about how the representation of
uncertainty depends on the number of
neurons involved in representation or
how it would evolve in time. However,
teasing them apart is proving difficult
[5]. By recording more neurons, system-
atically decoding the neural activity using
different codes, and comparing the pre-
dictions to behavioural performance,
extensions of this study could possibly
start answering such questions.

Other questions could be asked as well.
How and where is this ‘prior’ distribution
about likely future motion directions inte-
grated with the information provided
when the target appears (the ‘likelihood’)
and ‘read out’ to lead to the actual deci-
sion? This would address how Bayes’ rule
is implemented, a question that has
started to be investigated in various other
domains [6]. Of particular importance will
be to understand the nature of the nec-
essary approximations used in these
computations and how they can explain
suboptimal behaviour [7].

This work might also pave the way to new
neural theories of how the brain can build
complex representations on fast time-
scales in more cognitive domains. Similar



problems exist in speech processing; for
example, where, when hearing streams of
words, our brain needs to represent the
syntactic and semantic structure of the
sentence on the fly, anticipating future
words. Cognitive flexibility may also be
related to how fluidly the brain can repre-
sent likely future actions, contexts, or
thoughts.

Ultimately, looking at individual differen-
ces in the flexibility of this representation
could have implications in the clinical
domain. It is often thought that mental
disorder, in particular autism and schizo-
phrenia, could be described as a failure
mode of the predictive system [8,9],
related either to the brain using wrong
or incompletely learned beliefs or to fail-
ures in how neural networks implement
approximate ‘Bayesian’ computations
[10]. The neural substrate underlying this
prediction system and the factors
involved in its fluidity or its possible
impairments, as well as the precise
nature of the ‘code’, are still largely to
be discovered.
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Shining Light on Social
Learning Circuits

Steve W.C. Chang'#®* and
Olga Dal Monte'

Learning from others powerfully
shapes our lives, yet the circuit-
specific mechanisms underlying
social learning in the brain remain
unclear. A recent study in mice
provides evidence that direct neu-
ronal projections from the anterior
cingulate cortex (ACC) to the
basolateral amygdala (BLA) play
a critical role in observational fear
learning.

Social learning is arguably one of the most
important and powerful learning strate-
gies available to us. We learn about the
world from our parents, family members,
and close others, a process that starts at
birth and continues throughout our life-
span. Our schools and universities are
designed for social learning; we gain
new skills and shape our worldview from
knowledge gleaned from our teachers,
friends, and peers. This universal human
characteristic of social learning is also
found in several other animals.

So, how do we learn from others? A large
amount of research — encompassing
behavioral and neuroscientific work done
in humans and other animals — has been
asking this question for long enough [1,2]
that the breadth of social learning research
has become too wide and complex to be
easily summarized in a few sentences. We
will therefore narrow our scope to focus on
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one particular aspect of social learning:
observationallearning. Observational learn-
ing, or vicarious learning, is the learning that
occurs through the observation of a model.
It has been suggested that vicarious rein-
forcement plays a critical role in observa-
tionallearning. Observing the reinforcement
(either positive or negative in valence) of
certain actions and outcomes in another
individual results in changes in our own
behavior [3,4]. Consistent with the role of
reinforcement in social learning, vicariously
rewarding events (e.g., seeing another indi-
vidual consuming a reward) drive neuronal
activity in brain regions involved in value-
guided decision-making, includingthe ACC
and the BLA [5,6]. However, the central
question of how such brain regions acquire
reinforcing information during vicarious
learning remains unanswered.

A recent study by Allsop and colleagues
[7] sheds light on this central question.
This tour de force investigation span-
ning behavioral, electrophysiological,
and optogenetic techniques helps delin-
eate the circuit-specific mechanisms of
observational learning. Capitalizing on
the observational fear conditioning par-
adigm in mice (Figure 1A) — incidentally,
also an effective method for studying
social learning in humans [8] — the
researchers uncover a direction-specific
interaction between the ACC and the
BLA. In the study, an observer mouse
vicariously experiences a shock deliv-
ered to a demonstrator mouse paired
with a predictive sensory cue. To better
understand the behavioral contingen-
cies necessary for observational fear
learning, several distinct types of
observer mice were tested to confirm
that (i) prior experience of the shock,
(i) observation of the demonstrator
mouse receiving a shock, and (i) the
vicarious shock being paired with a
cue are all necessary components for
observational fear learning. Next, based
on electrophysiological recordings, the
authors found that both ACC and BLA
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