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Recent years have witnessed fierce debates on the dependence of conscious-
ness on interactions between a subject and the environment. Reviewing neu-
roscientific, computational, and clinical evidence, I will address three
questions. First, does conscious experience necessarily depend on acute
interactions between a subject and the environment? Second, does it depend
on specific perception–action loops in the longer run? Third, which types of
action does consciousness cohere with, if not with all of them? I argue that
conscious contents do not necessarily depend on acute or long-term brain–
environment interactions. Instead, consciousness is proposed to be specifi-
cally associated with, and subserve, deliberate, goal-directed behavior (GDB).
Brain systems implied in conscious representation are highly connected to, but
distinct from, neural substrates mediating GDB and declarative memory.

Making Sense of Sensory Inputs
When you wake up in the morning, you might well find yourself curled up in bed, hearing the
buzz of your alarm clock and seeing all too familiar objects in your bedroom. How is it that you
became aware of these sensory inputs? Why should you become conscious at all in coping
with a world rapidly presenting itself after you wake up and get out of bed? Sensory information
reaches our brain via receptors transducing energy of a specific physical type (e.g., light,
mechanical pressure) into spike trains traveling to specific brain areas via nerve fibers. Spike
patterns recorded from these areas can be readily decoded as representing particular ‘visual
information’, but a local group of cortical neurons possesses no objective information on the
sensory modality it is processing – nor on its own anatomical locus in the brain. Essentially, the
brain lives in a black box [1] or cuneiform room [2] through which it only receives unlabeled spike
trains, in other words without an ‘address of sender’ being available to locally responding
neurons.

On the output side, the brain emits spike trains across its efferent fibers towards skeletal
musculature, internal organs, and sensors, but the brain is informed about these peripheral
effects only via sensory feedback. ‘The world itself is thus off-limits’ [3]. During development our
brains therefore find themselves in the curious situation that they must ‘bootstrap’ their
processing of seemingly meaningless spike trains, coming from myriads of peripheral sources,
to a capacity by which they perceive a world that makes sense to them and can be acted upon
effectively to ensure survival and reproduction.

Over the past centuries, philosophers, cognitive scientists, and neuroscientists have dealt with
brain mechanisms of perception and related conscious phenomena such as imagery, dream-
ing, and hallucinations in extremely different ways. Many neuroscientists and cognitive scien-
tists are convinced that consciousness (see Glossary) involves the generation by the brain of
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representations of the external world and the body (Box 1). According to this view, the
physical substrates (or ‘vehicles’ [4]) of representations are confined to the brain, but their
contents are experienced as happening in the external world or inside our body. When we
perceive a green apple lying on a table in front of us, its ‘greenness’ and all of its other properties
are represented by a brain network mediating consciousness.

However, the view that consciousness is based on internally generated representations has
been challenged over the past few decades by a group of theories aiming to explain con-
sciousness in terms of sensorimotor interactions between a subject and the environment. The
current text will initially focus on sensorimotor contingency (SMC) theory [5] given the
attention this framework has recently attracted (e.g., [6]; Box 2 for other, related proposals
including enactivism). Akin to behaviorism, and inspired by [7] and [8], SMC theory posits the
brain as functioning to couple sensory inputs to appropriate motor outputs. Under this account,
the qualitative differences we experience between sensory modalities arise from the rules by
which motor actions govern changes in our sensory apparatus (Figure 1A). Seeing the color of
an object thus becomes equivalent to knowing or mastering the structure of sensory changes
occurring when you move your eyes to explore the object. In other words, cues in the outside
world would be sufficient for guiding our sensorimotor behavior, and no appeal to internally
generated brain representations is required. It should be added that sensorimotor theories of

Glossary
Cognition: overarching term
referring to processes or functions
that allow humans and other animals
to perceive external stimuli, extract
and attend to relevant information,
hold it in memory, and use it to
make decisions and adapt behavior,
as well as to generate thoughts,
beliefs, and actions to solve
problems and reach desired goals. It
includes a range of processes that
are not (or not necessarily)
associated with consciousness, such
as procedural learning and memory
consolidation. Thus, cognition is a
wider term than consciousness.
Consciousness: state in which we
experience the world and our body
in a qualitatively rich manner. This
state contrasts with unconscious
states such as dreamless sleep,
anesthesia or coma. Following
Jackendoff [75], consciousness
(including dreaming and imagery) is
essentially defined by its sensory
nature. However, sensory processing
is not sufficient for consciousness to
arise because it can also occur non-
consciously. An important distinction
is that between the level of
consciousness (referring to state
type) and its contents (what we are
conscious of). The term ‘experience’
is taken to be conscious unless
noted otherwise. Particularly in
neuroscience, ‘experience’ can be
used more broadly, for instance
when referring to experience-
dependent plasticity. In this case
experience refers to events that
happen to organisms in general,
without necessarily involving
consciousness.
Enactivism: theoretical framework
arguing that cognition emerges
through the interactions between an
acting, embodied organism and its
environment, and does not reside in
passive reception from, and the
representation of, a pre-given world.
Goal-directed behavior (GDB):
behavior involving representation of
the consequences of possible
actions, including the value of the
expected outcome of each action. In
contrast to habits and reflexes, GDB
is sensitive to outcome value and
depends on knowledge of the causal
relationship between specific actions
and outcomes [25].

Box 1. Brain–Environment Relationships and Consciousness: Representational Theories

Although this paper mainly targets brain mechanisms underlying the relationships between action, consciousness, and
related cognitive processes, it also raises questions about the conceptual framework in which these relationships are
cast. One of the key concepts advocated here is that experiential content depends on representations coded by
neuronal populations in particular brain areas (see Figure 1B in main text) and does not depend acutely on overt motor
actions or the environment of the subject. This concept is considered here in the wider context of representationalism –

the overarching epistemological stance that the contents we perceive and process cognitively do not pertain to external
world objects directly, but instead pertain to representations that depend, at least in part, on underlying neural
processes. First, it is important to emphasize the broadness of this school of thought. It is beyond the scope of this
paper to discuss all variants and flavors, but some important distinctions can be made.

Relevant for the main topic of this paper, representational theories of consciousness aim to explain the phenomenal
properties of experience by understanding percepts, dreams, and other experiences as representations [97]. A key
issue in these theories concerns qualia (qualitative features of objects or situations we experience) such as the
greenness of an after-image experienced after staring at a red light. Some traditional approaches consider ‘qualia’
such as the green color to be intrinsic, non-relational phenomenal properties (cf [98]). However, because this green thing
can be localized neither in external physical space nor in the brain, one would be forced to regard it as immaterial. To
avoid this difficulty, the representational theory of qualia posits that the green color is a qualitative property that is part of
a represented object and scene, and that such represented objects can be veridical or illusory.

A further distinction, applicable to both conscious and non-conscious content, is that between ‘wide’ versus ‘narrow’
representationalism. Wide representationalism argues that representational content does not solely supervene on the
contents of the brain but involves the environment (roughly meaning that it is co-determined by both brain content and
environment; cf [97,99]). According to narrow representationalism, experiential contents are confined to contents coded
by systems inside the brain (e.g., [100–102]). The distinction as applied here pertains to conscious content, of which the
external/internal nature is not necessarily congruent with the external/internal nature of mechanisms for representation.
For instance, the thought ‘this is water’ depends on various objective, chemical facts about water, while the mechanism
or ‘vehicle’ of this thought may be entirely internal to the brain. Following [2], the current proposal holds that
representational mechanisms are confined to the brain, while acknowledging that representational content can be
‘wide’. This position and related theories proposed by various neuroscientists (e.g., [35,49,87,91]) can be captured
under the term ‘neurorepresentationalism’ [2]. Whereas ‘representationalism’ reflects a somewhat diversified school in
philosophy that is not overtly engaged in neuroscientific discourse [97], neurorepresentationalism explicitly searches for
neural substrates and mechanisms for representation in the brain (also Box 3).
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Internally generated sequence
(IGS): a sequence of multi-neuron
firing activity that does not reflect an
ongoing behavioral sequence (e.g.,
of actions, locations visited) but is
generated by internal brain
dynamics. IGSs often arise
spontaneously but can be triggered
or biased by external cues
[27,94,95]. They have been mainly
reported in rodent hippocampus but
are also associated with other brain
structures. Notably, some forms of
internally generated activity have not
been shown to have a sequential
structure (e.g., [47,96]).
Model-based learning: a type of
learning in which the agent builds an
explicit, internal model of its state
space, containing specific stimulus–
outcome and action–outcome
relationships, and enabling
prospective cognition. This scheme
contrasts with ‘model-free’ learning
whereby the agent acquires cached
estimates of stimulus and action
values.
Neural correlate of
consciousness (NCC): a minimal
neural system N such that there is a
mapping from states of N to states
of consciousness in which a given
state of N is sufficient, under
conditions C, for the corresponding
state of consciousness [48]. Under
this definition, states of N are not
necessary per se for consciousness
because they are only required to
directly correlate with consciousness,
not precluding that there could be
other minimally sufficient systems in
the same brain. A distinction should
be made between NCCs for states
(e.g., being anesthetized or awake)
versus NCCs for specific contents of
consciousness [49,52].
Neurorepresentationalism: a
variant of representationalism that
confines substrates for
representation to the brain, and
explicitly searches for neural
substrates and mechanisms for
representation within the brain.
Representation: an entity (e.g.,
description, model, depiction)
conveying information about one
entity in a form or vehicle that is
different from the form or vehicle of
the other entity. Information is
conveyed by the entity being similar
to the object of representation,
although this similarity may be highly

consciousness come in different variants, some of which are not explicitly anti-representation-
alist or are compatible with representationalism.

Although this proposal may not reflect a majority opinion in the field, it has gained increasing
momentum over recent years, forming a vocal movement and driving research on embodied
cognition and related schools of thought (the ‘4E movement’, Box 2). Thus, it is timely to
evaluate various propositions on the relationships between consciousness, action, and inter-
nally generated representations against empirical observations. While this paper cannot scru-
tinize all individual schools of thought, it aims to evaluate three specific questions on their
empirical and conceptual merits. First, do conscious contents acutely depend on interactions
between a subject and the environment? Second, do they necessarily depend on specific
perception–action loops between the subject and its environment in the longer run? Third, with
which type(s) of action does consciousness cohere functionally, and how do the relevant action
systems of the brain link up with systems involved in consciousness? An examination of recent
empirical and computational evidence will be necessary to progress on these various points of
dispute. Based on current evidence, I will argue that (i) conscious content does not necessarily
depend on acute brain–environment interactions; (ii) although action history is generally

Box 2. Direct Realism, Enactivism, and Related Movements

The postulate that selective subsets of cortical and related areas code representations of the world, including our own
body, has been criticized on various accounts. Apart from SMC theory, objections originate from ‘direct realism’ and
related philosophical movements, including some Gibsonian variants [103]. Like other theories in the philosophy of
perception, direct realism asks how we acquire knowledge and beliefs about an external world given the skepticism that
arises from the imperfections and fallibility of our sensory and mental apparatus. According to direct realism, it makes no
sense that we would be perceiving, or looking at, representations, ‘sense data’ or ‘sense impressions’ [9,104,105].
Inspired by Reid [106], contemporary direct realism holds that we do not see the world through a ‘veil’ of perception but
perceive physical objects directly. If you see your own hand, for instance, it is directly in view and directly present in front
of you. In coping with objections stemming from non-veridical experiences such as of imagined or illusory objects, a
common direct realist reply refers to such experiences as arising from a different mental state than when we perceive
things. Searle recently stated that the acceptance of a sense datum or representational view is the ‘greatest disaster in
epistemology over the past four centuries’ ([104], cf [9]). Also here, there are many variants of direct realism, some of
which are not in conflict with an appeal to representational concepts.

While it may be subjectively correct to say that we are not ‘looking at’ our own representations, the counterargument
holds that representations generated by the brain are inclusive reconstructions of our own bodies in relation to the world.
If you say: ‘I see my hand in front of me’, the elements of your conscious experience, such as ‘I’, ‘see’, ‘hand’, and ‘in
front of’ are all reconstructed as parts of a multimodal situation that indeed represents body-world elements in a direct
relationship. This holds even though the anatomy and physiology of the brain show that such relationships are indirect
(because sensory information reaches the brain via cranial nerves, spinal cord, etc.). Direct realism ignores established
facts on anatomical/physiological delays in processing sensory information and on physical delays the brain takes into
account in, for example, perceived audiovisual simultaneity [107].

Discussing the ‘4E’ (enacted, embodied, embedded, and extended cognition) movement remains largely outside the
scope of the current paper. This collection of frameworks views the mind as being intimately embedded in the body and
outer world, and conceptualizes cognition as a process of skilful interaction with physical and social structures outside
the skull [108–110]. Also here, a distinction needs to be made between cognition in general versus consciousness
specifically. A subset of 4E proposals claims that not only cognition in general but also consciousness must involve
brain–environment interactions (e.g., [10,11,19,111]). As extreme variants, ‘radical enactivism’ (e.g., [111,112]) and
‘phenomenal externalism’ [113,114] are straightforwardly anti-representationalist in that they consider representational
content to mean nothing more than covariance between the states or properties of external objects considered in
relation to each other (e.g., the dial on a speedometer ‘representing’ the speed of the car it is in [115]). Most of the
arguments in the current paper against canonical SMC theory also speak against these extreme variants. By contrast,
4E variants acknowledging a role of brain processes in consciousness are not necessarily incompatible with (neuro)
representationalism. For instance, one may well involve non-representational arguments from ecological psychology (cf
[103]) or dynamic systems theory in a representationalist account of experience. The current account acknowledges this
possibility, but does not expand on it.
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important, specific perception–action loops are not necessary per se for conscious content;
and (iii) consciousness is specifically associated with deliberate, goal-directed behavior
(GDB) and declarative memory, but not directly with other types of action or memory, such
as habits and procedural memory. Finally, I will consider how brain systems implicated in goal-

abstract (e.g., a mathematical
equation) [2]. An important distinction
is that between passive and active
representation. For instance, an oil
painting is passive. A conscious
representation is thought to depend
on the collective activity of neuronal
populations in subsets of brain areas.
Sensorimotor contingency (SMC):
lawful dependency between a
specific motor action and change in
sensory input [5].

(A)
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Sensory
  input

Sensory
 input

Neurons coding
 representa on 
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Figure 1. Brain–Environment Interactions in Conscious Processing: Sensorimotor Contingency (SMC)
Theory. (A) SMC theory argues that consciousness arises from the execution of SMCs, resulting in brain–environmental
interactions. Here, the brain receives visual information on a tennis ball about to drop into the hand of the subject. Via the
retina and visual thalamic relay nucleus, the input reaches the visual cortical system, activating a sensorimotor loop that
mediates an SMC (such as for catching the ball). From a larger set of activated neurons (symbolized by triangles; many
subcortical areas not shown) a small sensorimotor network (open triangles only) is presumed to be necessary to execute
the SMC. In this scheme there would be no need to invoke the concept of ‘representation’ as an intermediate step. (B) By
contrast, several neuroscientific theories posit that conscious experiences are coded by many cooperating groups of
neurons which collectively represent objects and their properties within the spatial scene. For conscious vision, neuronal
groups in posterior cortical areas (open triangles) code a spatiotemporally coherent representation of the properties of the
ball. Behavioral output is triggered by motor cortical areas with additional control by, for example, frontal cortex and basal
ganglia, and may be generated automatically (as stimulus–response habit) or under the influence of neuronal ensembles
involved in conscious representation.
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directed planning, declarative memory, and decision-making may be linked to brain areas
associated with consciousness.

Does Consciousness Acutely Depend on Brain–Environment Interactions?
In this section I discuss the first question posed above: to what extent does conscious content
depend on the immediate and ongoing interactions between an agent and his/her surround-
ings? The propositions made by SMC theory can be illustrated with examples from color vision.
The visual experience of a green-colored patch depends on how eye movements relative to the
patch change the balance of short and long wavelengths of light impinging on cone photo-
receptors. This sensorimotor approach has considerable merit in drawing attention to action
effects in psychophysics and in suggesting how interactions between our sensorimotor
apparatus with the environment constrain sensory inputs to the brain. However, this does
not imply that conscious experience can also be explained by SMCs, or that perception is
nothing more than the exercise of these contingencies. To substantiate this point it is relevant to
distinguish two flavors of SMC theory, both of which have been elaborated in the cognitive
science, neuroscience, and philosophical communities. The first variant postulates that visual
perception is directly dependent on the current, ongoing exercise of sensorimotor action
recipes that are applicable to the present time [5]. The second variant emphasizes that
potential, rather than actual, interactions with the environment play a role in perceptual
experience, as will be discussed in the next section.

Although advocated strongly at various recent fora (e.g., [9–11]), the ‘acute’ variant has already
met considerable criticisms [2,12,13], and therefore I will only briefly summarize some of the key
arguments speaking against it here. First, when taken literally, the ‘acute’ position is contra-
dicted by the persistence of consciousness in patients who are paralyzed or ‘locked-in’ after
massive stroke, unable to move their body except for control over restricted components of
musculature (e.g., one eyelid [14]).

Second, sensorimotor contingencies can be dissociated from consciousness in cases of motor
behavior without consciousness (e.g., epileptic automatisms [2,15]) and instances of wakeful
experiencing without any clear motor intentions or actions (e.g., mind-wandering, day-dream-
ing [16,17]). Further examples of conscious experience without relevant external inputs or
motor outputs come from dreaming during sleep, imagery, and phantom sensations. During
dreaming, that is predominant in rapid eye movement (REM) sleep, our bodies are paralyzed
except for the eye musculature, largely precluding acute involvement of sensorimotor loops.
Similarly, spontaneous memory recall and imagination of visual scenes or acoustic sequences
do not require acute motor actions. In case of limb amputation and phantom pain such actions
are impossible. O’Regan and Noë [5] rebutted that dreams and mental imagery are often
thought of as ‘some kind of internal picture’ which is ‘as misguided as the supposition that to
see red, there must be red neurons in the brain’. However, representational views of con-
sciousness (Box 1) do not entail that conscious content (e.g., greenness) pertains to the neural
mechanisms coding these contents, or that the brain would need to contain ‘internal pictures’
to represent something [2,4].

Third, some types of experience can be dissociated from SMCs despite them being exercised.
For instance, synesthetes experience sensations (e.g., seeing a black-printed digit in color)
which have no direct counterpart in the physical stimuli or SMCs triggering those specific
sensations. Recently a hypothesis on synesthesia was presented [18] that operationalizes the
idea of sensorimotor contingencies in a predictive processing account (Box 3) involving
hierarchical generative models, but this idea is fully compatible with the notion that the brain
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internally generates representations and goes beyond purely mastering or exercising SMCs.
Furthermore, illusions and hallucinations present experiences of non-veridical objects, again
dissociating consciousness from both real-world stimuli (being non-existent) and real-world
action towards such stimuli. In sum, there appear to be strong arguments against the idea that
conscious content necessarily depends on acute interactions with the environment.

Consciousness: Long-Term Dependence on Specific Perception–Action
Loops?
The second variant of SMC theory postulates that ‘it is not movement as such, but the
consequences of potential movement that play a role’ (in perceptual experience) ([5], p.
1015; see also [9,10,19,20]). This ‘non-acute’ or dispositional variant marks a significant shift
in position because it de-emphasizes actual movement. Now, consciousness would not hinge
on real-world interaction per se but on knowledge of how movements affect sensory input and
how individuals are poised to undertake action. This knowledge would be acquired across the
prior history of the subject and might include self-organization processes occurring during early
development. The proposition that perception and imagery are shaped by prior experiences is a

Box 3. Neurorepresentationalism and the Hard Problem

In contrast to direct realism, neurorepresentationalism acknowledges that perceptual brain mechanisms take into
account hard-wired delays, such that we do actually perceive our interactions with the world as happening directly –

thus providing an optimally informed basis for subsequent action. Neurorepresentationalism is also robust against the
argument [116] holding that brain representations cannot code detailed, sensory-specific properties of perceived
objects – as demonstrated by many population-coding studies (e.g., [1,117–120]). The question does remain, however,
of how the brain exactly constructs representations of the world we are experiencing. If we adopt neurorepresenta-
tionalism as overarching framework for neuroscience-based theories to this problem, various approaches with diverging
foci of interest can be discerned. The theory in [87] focuses on the integration and differentiation of information, while
‘global workspace’ theory [91] asks in particular how information is made widely available in the brain for executive
processing and decision-making. The topic of world-modeling is computationally addressed by predictive coding
models (which are informative for, but not necessarily restricted to, consciousness problems). These models pay tribute
to Helmholtz [121], who proposed that brain systems must infer the causes of the sensory input they receive. This
culminates in a world representation that best explains the probabilistic patterns of spike train inputs (cf [35,122]). World
representations are acquired and optimized by comparing predictions with these inputs and learning from prediction
errors [22,88,118,121,123,124]. Importantly, predictive coding models can be coupled to the motor apparatus to
produce actions which guide sensory sampling and help to improve inference of sensory causes (‘active inference’ [22]).

All theories and models of consciousness must come to terms with the ‘hard problem’ sooner or later – the relationship
between neural processes and the subjective, qualitative nature of consciousness [2,125,126]. For instance, predictive
coding models can infer statistical regularities underlying inputs, but do not specify why data from different types of
sensor would be consciously experienced as distinct modalities [90]. The neurorepresentational account in [2] proposes
a multi-level approach to tackle this problem (building on e.g., [122,127,128]), positing that high-level constructs such
as percepts and imagery must correspond to lower-level processes, beginning with single-neuron activity and building
up to higher representational levels of patterned neural activity (i.e., ensembles, unimodal, and eventually multimodal
networks). The notion of ‘levels’ deployed here is functional and very different from that of successive anatomical
processing stages along cortical hierarchies [75] or from anatomic scales in the brain. The multi-level concept in [2] is
more akin to Marr’s original distinction between the levels of (neural) implementation, algorithms, and computational
theory [122], but focuses on how conscious representations correspond to computational operations at levels with
lower complexity and representational capacity. Conscious representations, situated at the highest level of representa-
tion, are conceived of as network phenomena by definition (because single network nodes do not suffice for their
genesis) and require comparison between sense modalities [90]. Operations at different levels are not proposed to be
causally or sequentially interacting, but instead stand in relation to each other by automatic correspondence. While
lower representational levels provide neural ‘symbols’ that are being interpreted at higher levels, there is no ‘keyhole’
that would allow higher levels to gain information about the nature of processes (e.g., spike trains) coding these
symbols. This provides a key to understanding why we face the ‘hard problem’: we cannot directly ‘see’ or apprehend
the correspondence between consciousness and neural activity because of the limitations of our imagination, the
capacities of which depend on prior perception and learning [2]. Philosophically, this framework is best characterized as
a form of non-reductionistic materialism.
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truism, but the question at stake is whether experiential content necessarily depends on
specific perception–action loops operating in the long term. Here, loop specificity is defined
either by modality (e.g., vision–body movement loops; Figure 1) or by specific body parts (e.g.,
one or more limbs).

Three arguments are raised here to address this question. First, subjects who are unable to
exercise particular sensorimotor contingencies during their lifetime may still have conscious
experiences pertaining to the relevant sensory modality or body part. This condition is illustrated
by amelia: although patients born without forearms and legs are unable to exercise the relevant
sensorimotor contingencies, they may nevertheless report somatosensations in these (missing)
body parts [21]. Although amelia also causes visual and other modality-specific feedback that is
normally associated with full limb movement to be lacking, the case in point is that somato-
sensory experiences such as feeling phantom fingers are present despite the absence of
specific somatosensory–motor feedback loops involving forearm, hand, or finger movement.
The phenomenon of amelia does not deny that the experienced sensations may have a
sensorimotor character, but argues against the idea that real-world limb movements affecting
sensory feedback would be necessary for these experiences to arise.

Second, it remains unclear how the ‘potential movement’ account would solve the question
why the general knowledge of potential movements and their consequences would give rise to
specific subjective experiences which are not dictated by the vast repertoire of possible actions.
Similarly, the ‘potential movement’ variant has been called upon to argue that, during dreaming,
hallucination, imagery, and phantom limbs, the agent implicitly ‘supposes’ (incorrectly) that
sensory details would become available if the eyes (or other parts of our sensorimotor
apparatus) were to move [9,19]. However, this supposition does not clarify (i) why we con-
sciously experience specific content in these states, (ii) how an implicit supposition would give
rise to conscious experience, or (iii) how sensory details would become available given the
absence of relevant environmental inputs. While much remains unknown about the mecha-
nisms underlying dreaming and related processes in general, it is argued that these particular
questions can be better addressed if some form of internally generated representation is
allowed in the explanatory framework, given the absence of real-world objects accounting for
the experience.

Third, some of the objections raised against the first, ‘acute’ variant of SMC theory are not
refuted by the second variant. For instance, even though synesthesia likely depends on the
developmental history of the brain, a sensorimotor or psychophysical law dictating why a black-
printed letter should look green is lacking. Despite the general dependence of conscious
experience on environmental interactions throughout one’s lifetime, and the general impor-
tance of actions in driving novel sensory feedback informing inferential estimates of world states
(‘active inference’) (Box 3 and [22]), we may thus conclude that specific conscious content in a
given modality or body part does not necessarily depend on activity in the corresponding
perception–action loops, even on the longer run. Below I will argue that a specific representa-
tional account in which consciousness is cast as corresponding to a dynamic, multimodal
representation carries more explanatory power than an SMC account.

With Which Types of Action Does Consciousness Cohere?
One main argument in the debate on consciousness and brain–environment interactions has
remained in the background so far: the crucial distinction between habits (and other automati-
cally performed behaviors) and goal-directed actions [2,23]. Reflexes, habits, and motor skills
(such as moving our feet when riding a bicycle) are largely executed without notable awareness
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of their motor details, unless we are explicitly cued to report on them – although we may well be
conscious of their global sensory consequences. Habits are acquired through procedural
learning, resulting in implicit, non-declarative memory that is retrieved non-consciously by
definition [24]. Retrieval of memory to exercise habits, and the execution of habits itself,
happens largely non-consciously – even so, habits present clear cases of sensorimotor
contingencies being exercised, or knowledge thereof. These types of action contrast with
the multifactorial complexity and situational insight characteristic of deliberate, planned GDB.
Here, GDB is meant to imply actions involving the deployment of representational content to
control behavior (e.g., the belief that an action A is causal in obtaining outcome O [25]).
Operationally, GDB is assessed by testing whether learned actions are sensitive to outcome
value, and whether obtaining the outcome is contingent upon the action being performed [26].
These criteria distinguish GDB from other types of ‘goal-directed movement’ such as most of
the saccades our eyes make.

By virtue of these criteria, neural substrates of GDB versus habit formation are beginning to
become clear in both humans and animals. Whereas skill and habit learning probably involves
long-term plasticity of sensorimotor cortical-basal ganglia loops involving the dorsolateral
striatum, GDBs causally rely on a network involved in declarative memory, model-based
learning, and planning, including the orbitomedial prefrontal cortex, dorsomedial and ventral
striatum, hippocampus, and adjoining regions [26–31]. Not accidentally, declarative memory is
defined as the memory of facts and events that we can consciously recall [24]. Model-based
learning results in the construction of a prospective model capable of predicting the potential
future states of an agent, and their appetitive or aversive outcomes based on his/her current
state, usually rendered as a decision tree with expanding ramifications [32]. This type of learning
draws heavily on the resources made available through retrieval of declarative memories, and
enables subjects to overcome the limitations of singular stimulus–response and habitual
behaviors, guided as these are by cached values [27,32].

It is in this context that consciousness is proposed to subserve a distinct biological function,
which is to inform and enable deliberate GDB – even though consciousness can persist without
actual GDB taking place. Given that GDB requires an (explicit) representation of the goal when
the agent is about to undertake action [25], the next question to ask is how behavioral goals
come to be selected. Whereas reflexes can be rapidly executed based on single stimuli, GDB
requires the dynamic representation of complex and multimodal situations that subserve the
identification and consideration of goals (even when this behavior is not subsequently executed)
[2]. Put succinctly – to select a specific goal from a vast repertoire of options, one must grasp
and represent the situational context at hand on a medium to fast timescale, and determine
which goal is optimal in terms of costs, benefits, and risks [2]. Note that GDB, as defined here,
does not imply that the behavior is carried out consciously per se. The crucial association with
consciousness arises from the proposal that GDB relies on complex decision-making, which is
enabled or greatly facilitated if a conscious, situational survey is available.

Thus, consciousness is proposed to provide subjects with a dynamic and comprehensive but
rough survey (cf [33–35]) of the multimodal situation they are in, with its elements ordered in
space and time, and as far as is relevant to subsequent planning and deliberate decision-
making. Within this framework, two plausible biological functions of skills and habits are (i) to
enable very fast actions, not requiring situational survey; and (ii) to prevent consciously
processing systems from becoming overloaded with information [2]. Thus, consciousness
coheres functionally with deliberate decision-making on goal-directed actions, whereas it does
not characteristically co-occur with habits, reflexes, or simple conditioned stimulus–response
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behavior. This account of consciousness is akin to that proposed by Crick and Koch for
conscious vision [6]. While these authors recognized the biological usefulness of visual aware-
ness, namely in producing ‘the best current interpretation of the visual scene’ (cf [36–38]) and
making this information available to brain systems for planning and voluntary motor output, the
current account extends and modifies this notion to encompass awareness of our multimodal
context, including our body orientation and position in space – the overall situation in which we
find ourselves immersed. Moreover, by virtue of the aforementioned criteria to operationally
assess GDB, the current account offers more concrete and testable handles – beyond the
difficult notion of ‘volition’ – to study the links between consciousness and behavior, also in
animals.

Systems for Goal-Directed Decision-Making, Consciousness, and
Declarative Memory
If multifactorial, context-sensitive decisions are supported by brain systems engaged in
representing the relevant spatiotemporal context at medium-to-fast timescales, how might
this work at the level of brain systems? I will briefly review neurophysiological evidence on
mechanisms for goal-directed decision-making and memory recall, and then proceed to
discuss their association with neural systems implied in conscious representation.

Recent ensemble recordings in rodents have offered insights into internally generated
sequences (IGSs), which are ‘off-line’ and non-local representations. The most relevant type
of IGS to consider here is sequential multi-neuron activity during hippocampal theta rhythm,
encompassing the phenomenon of ‘forward sweeping’ or ‘look-ahead’ [39,40] (Box 4). This
rhythm (6–12 Hz in rodents, 4–8 Hz in humans) is prominent not only during active motor
behavior such as locomotion and orienting responses but also during REM sleep. Look-ahead
sequences are prospective hippocampal representations, and are especially pronounced
when an animal is lingering and hesitating before making a behavioral decision during spatial
navigation. Look-ahead is typical of vicarious trial-and-error behavior [41] and has been
plausibly linked to deliberation and GDB [27,40]. Within the complex of subprocesses under-
lying GDB, theta look-ahead may represent the retrieval or resynthesis of potential pathways
the subject considers as future choice options, which fits with hippocampal functions in
episodic memory and ‘future thinking’ as proposed in humans [42–45]. fMRI studies in humans
suggest a network for planning GDB similar to that found in rodents [30,46].

For declarative memory, it is instructive to look at evidence gained through recordings from
epileptic patients. Neurons in medial temporal lobe (MTL) structures showed a selective
reactivation of spiking activity during memory recall [47]. Subjects first viewed cinematic
episodes while single hippocampal units were continuously recorded. During a subsequent
period of free recall, patients verbally reported on their memory of specific movie episodes.
Cells that had fired when the subject viewed a particular movie episode were reactivated during,
and even before, the spontaneous and conscious recall of this episode. Together with look-
ahead, these findings prompt us to explore how – contrary to the canonical SMC account [5] –

internally regenerated information can be integrated in conscious representations and goal-
directed decision-making (Figure 2).

Despite their correlation to memory recall, these MTL recordings are unlikely to reveal a neural
correlate of consciousness (NCC) [48,49] because many MTL structures, including hippo-
campus, are not strictly required for conscious experience [2,50,51]. This MTL recall activity
may well be a prerequisite for generating specific conscious content (‘pre-NCC’), or may –

under different circumstances – reflect consequences of conscious representation (‘post-
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NCC’) such as memory encoding and storage [52,53]. Nonetheless, it is more than plausible
that, during conscious memory recall but also during related conscious activities such as
imagery and dreaming, the MTL heavily interacts with, or even partakes in, a network of
structures involved in conscious processing [43–45,54–58]. Converging evidence from lesion
and electrophysiological studies, electrical stimulation interventions, and brain imaging sug-
gests that a set of posterior cortical structures are essential for conscious vision, including
occipital and parietal areas [2,49,59–61]. Some of these areas likely contribute specific
attributes to vision, such as motion (area MT/V5; [59,62,63]), forms and faces (inferotemporal
cortex and fusiform gyrus [64,65]), spatial scenes and complex spatial objects (parahippo-
campal place area, PPA [66–68]; but see [69]) and color (V4, posterior inferior temporal cortex
and superior temporal sulcus [70–72]). As reviewed elsewhere [61], multistable visual stimula-
tion paradigms support the essential role of these higher posterior cortical areas in conscious
vision. For instance, binocular rivalry results in spontaneous perceptual alternations vis-à-vis

Box 4. Place Cells, Internally Generated Representations, and Cognition

Although this paper mainly targets the role of brain mechanisms and representations in consciousness, this box reviews
evidence for internally generated representations and their importance for cognition in general. When rodents explore
their spatial environment, the firing activity of a hippocampal neuron is enhanced when the animal visits a particular
location in space – the ‘place field’ of that cell [119,129]. Given knowledge of how each cell is tuned to position, the
current spatial trajectory of the animal can be reconstructed from instantaneous ensemble firing patterns [119]. Thus,
acute hippocampal ensemble activity can tightly correlate with the exercise of SMCs subserving spatial navigation.
However, structured ensemble activity also occurs in the absence of sensorimotor practice and emerges sponta-
neously, for example during sleep [95,130,131] and pauses between behaviorally active episodes [132,133]. The re-
emergence of neural activity correlating to the previous position of the animal could be coincidental, were it not for the
fact that it subserves cognitive processing (see below) and unfolds with a clear temporal structure: as time-compressed
sequences replaying spatial trajectories previously run [134,135]. Dissociated from the instantaneous behavior of the
animal, ensemble activity can unfold in forward (i.e., in the same temporal order as experienced) or reverse sequences
[132]. Structured sequences can also represent the forward trajectory an animal is about to undertake towards a goal
site [27,136].

Spontaneously emerging replay representations have been identified in multiple rodent brain structures in addition to the
hippocampus, for example neocortical [137,138] and subcortical areas where non-spatial types of information are
reprocessed [139]. Replay has also been observed in brain structures of primates and birds [96,140]. Currently,
neuronal ensembles cannot be studied by intracranial recordings in epileptic patients, but indications for post-task
processing in humans have been obtained by fMRI and EEG recordings [141–144]. Functionally, evidence indicates that
replay sequences subserve cognitive processes such as memory consolidation [145], working memory [133], and
planning [27,136], although – notably – they can convey more information than is expressed by exactly reiterating
directly foregoing experiences [146].

Another form of non-local representation has been found during theta activity in the rodent hippocampus (Figure I).
Theta phase precession occurs when the animal travels through the place field of a hippocampal cell: spikes are fired at
progressively earlier phases of the theta cycle. Phase precession results in ensemble sequences whereby neuronal
groups correlating to successively visited spatial locations show temporal phase-ordering within each theta cycle
[147,148]. In a wide phase-range of the cycle [149], spikes are fired by cells coding for past and especially future
positions, thus harboring prospective activity [27,148]. When the animal exhibits vicarious trial-and-error behavior [41] at
a maze branch-point, hippocampal populations code trajectories ahead of the animal, following the directions along
which the rat may choose to travel thereafter [39,40]. This theta ‘look-ahead’ likely represents a component of
deliberative processes and is associated with GDB [40].

Theta and replay sequences belong to the overarching class of IGSs which also comprise different types of structured
activity that is not triggered or paced by external stimuli or behavioral events [150]. IGSs are distinguished from
ensemble (i.e., multi-neuron) activity in general in that they have a sequential structure that recurs consistently over
activity events. In summary, IGSs constitute reproducible, quantitative evidence for non-local, non-instantaneous brain
representations, occurring even without external triggering stimuli, and they are associated with various cognitive
functions. IGSs provide a powerful argument against an acute and general dependence of cognitive processing on
environmental interactions because what they represent does not directly correlate with the ‘here’ and ‘now’ of the
subject.
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invariant external stimulation, and neural activity in the fusiform face area, PPA, inferior temporal
cortex, and superior temporal sulcus was shown to correlate strongly with behaviorally
reported percepts [64,67]. Recent perceptual no-report paradigms suggest how NCCs can
be dissociated from mechanisms for motor responding and related executive functions
[60,73,74], confirming a predominant involvement of higher posterior cortical areas in con-
scious vision [2,49] (in line with Jackendoff’s intermediate-level processing hypothesis [75]). By
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Figure I. Look-Ahead Sequences During Deliberation and Decision-Making. Hippocampal theta sequences
recorded from the rat brain reflect path options to be chosen in the future (based on [27,39]). These sequences are
constituted by hippocampal place-cell firing during theta rhythm representing forward sweeps or ‘look-ahead’. During
the initial deliberation stage (marked by vicarious trial and error behavior; upper row), hippocampal sequences of cells
H1–H4 are not only generated during running into the left, unrewarded arm (Run left) but also occur when the rat is
physically located near the T-maze junction (Look ahead left). Right panel shows situation when rat runs into the right,
rewarded arm (Run right) or generates look-ahead sequences at the junction (Look ahead right). Now, ventral striatal
(VS) neurons also fire before the animal makes the turn, signaling reward expectancy (VS1 neuron). (Lower row) During
habitual task performance, hippocampal representations remain local and no look-ahead sequences or pre-decisional
reward expectancy signals are found.
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contrast, an essential role of prefrontal cortex in conscious vision should be doubted [2,49,60].
Probably, this structure is more involved in applying consciously processed information to
decision-making and other executive functions rather than in conscious representation itself [2].

These results on perception align well with studies on non-stimulus-driven consciousness, in
other words experience not directly driven by external stimuli, such as imagery and dreaming.
For instance, higher posterior areas such as parahippocampal cortex, fusiform-inferotemporal
cortex, and auditory association cortex are activated during REM sleep [76,77]. In epilepsy,
subgroups of patients report a ‘dreamy state’ and hallucinatory reliving of autobiographic
memories that occurs spontaneously and in association with seizure activity not only in
hippocampus and amygdala but also in parahippocampal gyrus. Similar conscious experi-
ences are evoked by electrical stimulation of these sites, while auditory, visual, and somato-
sensory experiences are induced when the respective sensory cortical areas are stimulated.

Conscious
representa on

Declara ve
memory 

S–R habitsPrimary sensory
processing and
filtering

Delibera on
planning GDB

Ac on

Sensory feedback

Figure 2. Relationships Between Conscious Representation, Goal-Directed Behavior (GDB), and Memory.
Conceptual scheme illustrating the proposed role of conscious representation in supporting deliberative decision-making
and goal-directed planning. Broken arrows indicate interactions directly involving the environment; unbroken arrows
indicate interactions internal to the central nervous system. Actions are selected based on deliberative and planning
processes or on automated responses (stimulus–response, or S–R, habits). The S–R habit system predominates when
stimuli make available sufficient cached value information and outcome uncertainty is low. The habit and GDB systems
sustain competitive as well as cooperative interactions [27]. Both the S–R habit system and system for conscious
representation are fed by external sensory inputs that are first subjected to primary processing and filtering. Sensory inputs
arise as sensory consequences of actions (marked as ‘sensory feedback’) or may arise from other sources (e.g., passive
stimulation and movement; not shown). Systems for conscious representation interact bidirectionally with declarative
memory to enable memory encoding, storage, and conscious retrieval. The declarative memory system feeds the
deliberation and planning GDB system with retrieved memory information to compute options for future behaviors, while
the GDB system sends query information to memory to direct retrieval appropriate to the choice situation at hand.
Conscious representation informs the GDB system on the subject’s current multimodal situation. Although (conscious)
imagery can reflect on future behavior and may incorporate deliberation and planning components, the processes
underlying planning are thought to be computationally extensive and to occur largely nonconsciously, therefore no arrow
is drawn from the GDB system to conscious representation. Note that internal state variables (e.g., arousal) and additional
cognitive processes (e.g., working memory, attention) have been omitted from this scheme. Whether a particular system X
does or does not affect another system Y in the scheme (as indicated by an arrow) depends on several factors (e.g.,
motivational drive, motor readiness; not shown).
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These experiences are dissociated from ongoing sensory inputs and occur without exercising
motor skills [78,79]. In particular, stimulation of the insula, parieto-occipital junction, occipital
cortex, and middle and inferior temporal gyrus provides striking cases of evoked conscious
sensations, illusions, and hallucinations without accompanying motor activity or intention [80].

In summary, this concise overview leads to the proposal (Figure 2) that: (i) deliberate, goal-
directed decision making is supported by declarative memory retrieval and prospective
representation involving the hippocampal system; (ii) the declarative memory system feeds
retrieved information to systems for conscious representation, which are thereby driven
internally but can also integrate this information with externally driven, sensory information.
The function of this system is to provide a multimodal, immersive, and ‘quick and dirty’ survey of
the situation of the agent; and (iii) both the declarative memory and consciously representing
systems supply information to the executive systems (mainly prefrontal, basal ganglia, and
higher cortical motor areas) to enable deliberation and goal-directed decision-making. Impor-
tantly, declarative memory includes episodic (autobiographical) as well as semantic (factual,
decontextualized) memory; both forms are deemed relevant for conscious representation.
Episodic memory enriches conscious representations with information from one’s personal
history and enables ‘mental time travel’ [42] which is functionally linked to planning and
deliberation, while semantic knowledge is used to attribute conceptual meaning to objects
perceived [2]. Although the tripartite union of GDB, declarative memory, and conscious
representation has been underpinned here mainly by findings on vision, a similar concept is
argued to hold for other sensory modalities because cortical systems implicated in audition,
somatosensation, gustation, and olfaction maintain globally similar relationships with both the
MTL memory system and frontal executive systems (e.g., [2,54,81,82]) (see Outstanding
Questions).

Concluding Remarks
Our excursion into the acute or long-term dependency of consciousness on brain–environment
interactions directed our subsequent discourse towards a delineation of the types of action that
are linked to consciousness. The ensuing proposal holds that consciousness subserves
deliberation and planning of goal-directed actions by providing exactly the type of multimodal,
situational survey that is necessary for such actions – in contrast to singular stimulus–response
behaviors. The brain can continue to exert this functional activity in the absence of action or
motor intentions, such as during dreaming and imagery in resting states. According to this
proposal, declarative memory should be included as a third main element of this functional
union. Plausible neural correlates of these three core processes have been found in anatomi-
cally well-connected substrates. A caveat may be that part of the evidence supporting this
scheme comes from rodent studies, where no proof exists for consciousness similar to that of
humans. However, anatomic/physiological homologies between brains of different mammalian
species are generally strong, and results from studies in humans also underscore the plausibility
of robust associations between the three core systems [45,83–86]. On the positive side, the
criteria for GDB are well testable in rodents, which may lead to more complete assessments of
animal consciousness in combination with other criteria such as systems physiological
measures.

Altogether, the proposed framework fits well in a variant of representationalism termed neuro-
representationalism [2] (Boxes 1 and 3). Although this framework might seem traditional in
comparison to SMC theory and the 4E movement, its broad empirical support not only shows
that it is alive now more than ever but also prompts to finesse the representational account. The
current proposal is distinguished from other neural theories by its focus on high-level world-

Outstanding Questions
If the brain generates an inclusive, mul-
timodal situational survey constituting
our conscious experience, the ques-
tion remains: how does this distributed
system dynamically synthesize multi-
modal, situational surveys?

Can the links between IGSs, memory
recall, and consciousness be demon-
strated more directly in the posterior-
temporal cortical network implied in
conscious vision? This question arises
because the evidence for internally
generated memory-related activity
has so far been gathered mainly in
hippocampus and connected struc-
tures. Furthermore, when does IGS
activity represent a prerequisite (pre-
NCC) or consequence (post-NCC) of
conscious representation?

If prefrontal cortex is not essential for
conscious vision, what are the neural
mechanisms for information trafficking
between systems for executive func-
tion and consciousness? How does
posterior network activity affect the
prefrontal cortex and basal ganglia to
influence decision-making? Can fron-
tal structures trigger consciously expe-
rienced activity in postcentral areas in
the absence of external stimuli?

How can we further operationalize and
test the current framework, linking sys-
tems for consciousness and GDB, in
human and animal studies? For
instance, it is predicted that blind-
sighted monkeys show impaired delib-
erate decision-making and GDB.

How is information coded by ensem-
bles of ‘concept cells’ in the medial
temporal lobe [2,47,93] – that specify
the identity of well-known individuals
and object classes – integrated with
sensory-perceptual content repre-
sented in higher sensory areas?

What are the clinical implications of
different variants of SMC theory and
neurorepresentationalism? Treatment
of patients who are completely
locked-in or hover around a minimally
conscious state may benefit from
decoding approaches in which neuro-
nal or metabolic activity measures are
used to assess their conscious state.
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modeling: consciousness means more than ‘integration of information’ (cf integrated informa-
tion theory [87]) – it means making a ‘best guess’ of the situation in our body and the world
around us [22,35,36,88]. Many brain systems integrate information, conscious experience is a
dynamic process realized by specific systems for multimodal, situational representation, coding
sensory changes by rapidly shifting combinations of activated, sensory-specific ensembles [89]
across distributed uni- and multimodal networks [2,90]. Whereas global workspace accounts
of consciousness [91,92] emphasize the importance of the frontoparietal network in con-
sciousness, the current account keeps conscious experience apart from the executive
(‘access’) aspects of responding to it, thereby correlating conscious representation more
selectively to higher unimodal and multimodal sensory cortical areas.
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