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Abstract

Kinetic Monte Carlo (KMC) is an important computational tool in theoretical physics and chemistry. In contrast to
standard Monte Carlo, KMC permits the description of time dependent dynamical processes and is not restricted to
systems in equilibrium. Compared to Molecular Dynamics, it allows simulations over significantly longer timescales.
Recently KMC has been applied successfully in modelling of novel energy materials such as Lithium-ion batteries and
organic/perovskite solar cells. Motivated by this, we consider general solid state systems which contain free, interacting
particles which can hop between localised sites in the material. The KMC transition rates for those hops depend on
the change in total potential energy of the system. For charged particles this requires the frequent calculation of
electrostatic interactions, which is usually the bottleneck of the simulation. To avoid this issue and obtain results in
reasonable times, many studies replace the long-range potential by a phenomenological short range approximation.
This, however, leads to systematic errors and unphysical results. On the other hand standard electrostatic solvers
such as Ewald summation or fast Poisson solvers are highly inefficient in the KMC setup or introduce uncontrollable
systematic errors at high resolution.

In this paper we describe a new variant of the Fast Multipole Method by Greengard and Rokhlin which overcomes
this issue by dramatically reducing computational costs. We exploit the fact that each update in the transition rate
calculation corresponds to a single particle move and changes the configuration only by a small amount. This allows
us to construct an algorithm which scales linearly in the number of charges for each KMC step, something which had
not been deemed to be possible before.

We demonstrate the performance and parallel scalability of the method by implementing it in a performance
portable software library, which was recently developed in our group. We describe the high-level Python interface of
the code which makes it easy to adapt to specific use cases.
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1 Introduction

The kinetic Monte Carlo (KMC) method [1, 2, 3, 4] was
originally developed for the simulation of time dependent
statistical processes in chemical reaction dynamics. More
recently, the method has been applied in computational
physics and chemistry to model processes on grain sur-
faces [5], in electrolytes [6] and organic devices [7, 8].
In contrast to standard Monte Carlo methods, such as
the Metropolis Hastings algorithm [9, 10] for the simu-
lation of Markov processes, KMC is not limited to sys-
tems in equilibrium. Instead, it allows the representation
of dynamical processes in physical materials, while not
being limited by the restrictive timestep constraints in
Molecular Dynamics (MD) simulations which arise due
to fast, but dynamically irrelevant, oscillations around
semi-stable configurations.
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Kinetic Monte Carlo for energy materials. An
important application of the KMC method, which is
currently attracting significant interest, is the simula-
tion of transport processes in energy materials. This
includes solid state electrolytes such as Lithium-ion bat-
teries [6] and semiconductors in full-device simulations
[7, 8]. A particularly promising application are organic-
and perovskite- based solar cells, which can achieve re-
markable power efficiencies [11, 12]. All those applica-
tions require the modelling of dynamic transport pro-
cesses in a three dimensional volume to predict material
properties such charge mobilities and the current-voltage
characteristics.

In addition to making direct physical predictions,
KMC simulations are also important to adjust param-
eters in large-scale drift-diffusion models via upscaling.
Continuum models of this type are widely used in indus-
try for full-device simulations.

The dynamics of a wide class of systems can be de-



scribed by hopping processes of particles between sites of
a static background matrix. To resolve physically rele-
vant macroscopic features, such as grain boundaries, the
simulation domain has to be large and simulated systems
have to contain N = 103 —106 particles and hopping sites.
The hopping rates (commonly referred to as “propensi-
ties” in the KMC literature), which serve as an input to
the KMC algorithm, depend on the total potential en-
ergy of the system. This energy is given by the sum of
classical interaction potentials for all particle pairs.

Electrostatic interactions. For charged particles the
electrostatic contribution to the inter-particle potential is
long-range. The Coulomb interactions between all parti-
cles need to be computed, resulting naively in an expen-
sive O(N?) calculation per potential hopping event. This
computational complexity can be reduced to O(N?/?)
with Ewald summation [13] and O(N log(N)) with par-
ticle mesh methods [14, 15]. However, even if the Fast
Multipole Method (FMM) [16, 17, 18] is used (in its stan-
dard form), the computational complexity per hop is still
O(N). Since O(N) potential hopping events have to be
considered in each KMC step, the total cost per step
is at least O(N?). Because of this quadratic growth in
complexity, the electrostatic calculation is typically the
bottleneck of the KMC simulation. As argued in [19],
this appears to make large-scale KMC simulations with
accurate electrostatics computationally infeasible in prin-
ciple. To overcome this issue, the Coulomb potential is
often replaced by an ad-hoc truncated short range inter-
action, see e.g. [6]. Since only the interactions with a
small number of neighbours need to be calculated in this
case, the cost of each potential hopping event is reduced
to O(1), resulting in a total cost of O(N) per KMC step.
However, this truncation introduces uncontrollable sys-
tematic errors, which limit the predictive power of the
model [20]. For example, the authors of [21] find that ne-
glecting long range interactions when modelling protonic
diffusion and conduction in doped perovskites changes
the predicted diffusion coefficient by 14% compared to
the “correct” results obtained with the very expensive
Ewald method. As we will discuss below, other approx-
imation methods such as mapping the charges to a grid
and solving the Poisson equation [22], possibly in lower
dimensions [23, 24], also introduces uncontrollable sys-
tematic errors.

An algorithmically optimal Fast Multipole
Method. In this paper we introduce a modification of
FMM for KMC. We show that this overcomes the funda-
mental issues described in [19]. With our modified FMM
algorithm the cost per KMC step grows linearly in the
number of charges (and not quadratically as claimed in
[19]) and accurate electrostatic interactions can be in-
cluded in large-scale KMC simulations. The key obser-
vation is that - since FMM describes the long-range con-
tribution as a continuous field - the change in the elec-
trostatic potential energy can be evaluated at a cost of
O(1) (i-e. independent of the particle number) for each
proposed hopping event. As there are O(N) potential

hopping events per KMC step, the total computational
complexity of the propensity calculation is O(N). Up-
dating the FMM field after one hop is accepted carries
an additional cost of O(N), resulting in a total compu-
tational complexity per KMC step which scales linearly
in the number of charges.

While not the topic of this paper, we remark that it
is also possible to improve the computational complexity
of standard Monte Carlo (MC) by similar methods. As
will be argued at the end of this paper, we believe that
changes to the electrostatic energy for each individual at-
tempted MC move can be calculated at a computational
cost O(log(N)) with a suitably modified version of FMM.

To simulate large physical systems, an efficient, paral-
lel implementation of the algorithm is important to ob-
tain meaningful results in a reasonable time. Easy inte-
gration into existing simulation packages and workflows
can be achieved by providing a minimal yet flexible user-
interface. With the recent diversification of the hard-
ware landscape, the code should be performance portable
and run on different chip architectures, including, for ex-
ample, traditional CPUs and GPUs. The implementa-
tion described in this paper is based on the performance
portable framework first introduced in [25]. By providing
a Python interface and using code generation techniques,
the code is fast, yet allows the user to express their algo-
rithms at a high abstraction level.

For an idealised setup we find that our FMM-KMC
algorithm can be used to carry out simulations with exact
electrostatics on problems with 10® charges in 0.14s per
KMC step when running on a parallel computer with
8192 cores. In a physically realistic configuration the
hopping processes of 20412 particles in a «-NPD problem
doped with F6TCNNQ at a concentration of 2% could be
simulated at a rate of 0.35s per KMC step on a single 12-
core Skylake CPU.

Structure. This paper is organised as follows: After
reviewing the key concepts of KMC and FMM in Sec-
tion 2 we describe our adaptation of the FMM algorithm
for KMC simulations in Section 3 and review related
work in Section 4. An efficient implementation of our
method based on the performance portable framework in
[25] is described in Section 5, where we discuss the user-
interface in detail. Numerical results which demonstrate
the accuracy, computational efficiency and parallel scala-
bility of the algorithm for idealised model systems and a
physically relevant setup are presented in Section 6. Fi-
nally, we conclude and discuss possible future directions
of our work in Section 7. Some more technical aspects
are relegated to the appendices. The standard FMM al-
gorithm is written down in Appendix A and the correc-
tion term for charge distributions with a non-vanishing
dipole-moment is derived in Appendix B. Previously, we
reported on the performance of Ewald-based long range
electrostatics in the same code base [26]. To complement
this work we discuss the performance and scalability of
the standard FMM implementation in Appendix C.



2 Review of Methods

To put our new algorithm into context and establish nec-
essary notation, we first review the KMC method and the
standard FMM algorithm.

2.1 Kinetic Monte Carlo

Molecular Dynamics (MD) and Monte Carlo (MC) are
the standard computational tools for predicting the prop-
erties of physical and chemical systems from first princi-
ples (see e.g. [27, 28]). Typically it is assumed that
the molecular constituents interact via phenomenologi-
cal classical potentials; for charged systems this includes
long range electrostatic interactions. While MC can be
used to study systems in equilibrium by sampling from
the steady state distribution, MD allows the simulation
of dynamical processes such as time dependent charge
propagation in batteries and solar cells. In solid state
systems at moderate temperatures and pressures there
are often two types of processes which occur at very dif-
ferent time scales: fast oscillations around local minima
of the energy landscape, which are separated by large en-
ergy barriers, and much slower transitions between those
minima. In a system with these properties MD is highly
inefficient for extracting quantities such as charge mobil-
ities and voltage characteristics. This is because the MD
timestep needs to be small enough to resolve the fast
oscillations, yet the trajectories have to be sufficiently
long to include dynamically relevant transitions between
local minima. In fact, the rapid oscillations do not con-
tain interesting physical information on charge transport
processes, and should be integrated out. Kinetic Monte
Carlo (KMC) [1, 2, 3, 4] overcomes this problem by treat-
ing each of the local minima as an independent configura-
tion or state Sy (here and in the following indices a, b, . ..
are used to label states; particles are indexed with Ro-
man letters 4, 7,... and Greek letters a, 3,... are used
for cells in the computational grid). The dynamics are
approximated by probabilistic transitions between those
configurations. The generated probabilistic trajectory is
equivalent to snapshots of the full MD simulation at dis-
crete times. For example, free charge carriers in a crystal
at room temperature are bound to specific local sites,
and the states correspond to particular distributions of
the particles, such that every site is either empty or oc-
cupied. KMC assumes that there is a fixed rate rqp for a
configuration to transition from state S, to state Sy in a
given time, i.e. each transition is modelled as a Poisson
process. The rates rqp are known as “propensities” in
the KMC literature. This is a valid approximation if we
assume that - compared to the state-transition time scale
- the fast oscillations around the local equilibria occur so
rapidly that the particles “forget” their previous history,
and the transition probability is the same at each point
in time. The propensities are inputs to the KMC algo-
rithm and it typically assumed that r,, depends on the
energy difference between states S, and Sp. Since tran-
sitions between states are modelled by a Poisson process,
the probability distribution function for the time of the
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Figure 1: Schematic sketch of one KMC step, which con-
sists of calculation of the propensities for all possible hops
(dashed arrows) and moving one particle to a new site af-
ter accepting a particular hop (solid arrows). Subsequent
steps are shown as gray arrows.

first escape from the state S, is

N
ma(t) = Qqe~Qat where Qg := Zrab. (1)
b=1

Here 91 is the total number of states. This information
is used to work out the physical time interval between
subsequent snapshots. The following two steps occur at
each transition between states:

1. Starting from state S(™ = S, pick a new state
S§(n+1) = Sy such that the the probability of transi-
tioning from state S, to Sp is proportional to 74p.

2. Increment the current time by drawing from the dis-
tribution in Eq. (1). This can be achieved by choos-
ing a uniform random number & € (0, 1] and setting
the time increment At = —Q ! log(¢).

Note that while the method is written down for a fi-
nite number 91 of states in Algorithm 1, it also works
for systems with an infinite number of configurations, if
it is assumed that in each step of the algorithm only a
finite number of other states can be reached. This is of-
ten a sensible assumption since particles can only hop to
nearby sites.

For a particular problem the propensities rq, are an
input for the algorithm and need to be calculated, for
example by working out the Boltzmann factors of dif-
ferent configurations. Crucially, this calculation requires
knowledge of the change AU,, = Uy — U, in system en-
ergy induced by the hop. Including the contribution of
the electrostatic interaction to this energy difference is
very expensive and requires efficient algorithms.

2.2 The Fast Multipole Method

To allow an in-depth understanding of the proposed new
algorithm for electrostatic interactions in KMC, we first
describe the classical Fast Multipole Method (FMM) in-
troduced in [16], before discussing its adaptation in Sec-
tion 3. For further technical details we refer the reader



Algorithm 1 Kinetic Monte Carlo (KMC) method for
generating snapshots S, S 6 of the system
dynamics.

. Pick initial state SO, set t =0, n =0
while t < T do
Set i such that S(") = S,
for all states b do
Calculate difference AUgp, = Uy — U,
Derive propensities rqp = 7(AUqp)
Calculate Ry, = 22:1 Tab, Qa = Ram
end for
Draw a uniform random number ¢ € (0, 1]
Set §(nt+1) = Sy with Ra,bfl < Qac < Rap
Draw another uniform number ¢ € (0, 1]
Calculate time increment At = —Q; ! log (&)
Set n+—n—+1,t—t+ At
end while
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to the original literature [16, 17, 18]. In three dimensions
the FMM algorithm uses a hierarchical grid with L levels
for the computational domain € (which is assumed to be
a equilateral cube of width a) such that the number of
cells on each level £ is My, = 8! for £ = 1,...,L. The
number of cells on the finest level is M = M, and typi-
cally L is chosen such that there there are O(1) particles
in each fine level cell. Each cellonlevel  =1,...,L—11s
subdivided into 8 child-cells on the next-finer level; con-
versely each cell on level £ = 2, ..., L has a unique parent
cell. The Fast Multipole Algorithm now computes the
electrostatic potential by splitting it into two contribu-
tions. First, the long range part is calculated by working
out the multipole expansion of all charges in a fine level
cell, followed by an upward- and downward traversal of
the grid hierarchy (see Fig. 2). In the upward pass of the
algorithm the multipole expansions around the centre of a
cell are recursively combined and converted to multipole
expansions around the centre of the parent cell, obtain-
ing a single multipole expansion around the centre of the
computational domain on the coarsest level £ = 1. In the
downward pass the multipole expansions on each level
are transformed into local expansions around the centre
of a cell. Those are then recursively combined into lo-
cal expansions in the child cells. By only considering the
contribution from multipole expansions in a fixed num-
ber of well-separated cells on each level, the contribution
from distant charges are resolved at the appropriate level
of accuracy, while including the contribution from closer
charges in finer levels. The p-term multipole expansions
® and the local expansions ¥ which play a central role
in the FMM algorithm can be expressed in terms of the
spherical harmonics Y;(0, ¢), i.e.

P +n

O(r,0,0)=>_ > MM "TIY0,0)  (2)
n=0m=—n
P +n

U(r,0,0) =Y > Li"Y,"(0,9). (3)

n=0m=—n

where (1,6, ¢) are spherical coordinates relative to a suit-
able origin.
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Figure 2: Overview of the FMM field, see Algorithm 3
in Appendix A for details. The translation of multipole
expansions ®; , in the upward pass is shown in the first
row. The second row shows the conversion of multipole
expansions in the interaction list into local expansions
Wy o, which are represented on the next finer level. The
asterisk on the right hand side of the figure stands for any
additional operations on the coarsest level to account for
the boundary conditions (see Section 2.2.1).

Overall it can be shown [16, 17, 18] that at leading
order the computational cost of the method is

Costpym = Cp4N + ...

where p is the order where the multipole and local ex-
pansions in Egs. (2) and (3) are truncated. To bound
the error by some ¢, the value of p needs to be chosen
such that p = O(log, €).

The calculation of the local expansions on the finest
level is written down explicitly in Algorithm 3 in Ap-
pendix A and requires the following definitions, which
will be used in the subsequent discussion of the FMM
method for KMC simulations:

@y, the p-term multipole expansion (see Eq. (2)) about
the centre of cell a on level £ that describes the po-
tential induced by all charges contained in cell a.

Uy o the p-term local expansion (see Eq. (3)) about the
centre of cell a on level £ that describes the potential
induced by all charges outside the cell a and its 26
nearest neighbours.

Tuvm the linear operator translating multipole moments
to multipole moments around a different origin.
Tumi, the linear operator converting multipole moments
to coefficients of the local expansion.

T the linear operator translating local expansion coef-
ficients to local expansion coefficients around a dif-
ferent origin.

Finally, the short range contribution of the electrostatic
potential is obtained by calculating the field generated
by charges in neighbouring cells directly. Fig. 3 illus-
trates how the total calculation is split up into the long-
and short-range contributions discussed above. The algo-
rithm for calculating the total electrostatic energy from
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Figure 3: The potential field at r is given by the sum
of (1) the evaluation of ¥y, at r (long range) and (2)
direct interactions with charges in the white region (short
range). Each solid arrow illustrates a direct interaction
with a charge represented by an empty circle.

the local expansions ¥y, , on the finest level is given in
Algorithm 4 in Appendix A.

2.2.1 Boundary conditions

So far we assumed free-space boundary conditions, i.e.
we consider a finite charge distribution contained inside
an unbounded physical domain. In this case the interac-
tion list is empty on the two coarsest levels, and we can
set U1 = @171 =Uy, = @27,1 = 0 or equivalently skip
those two levels in the downward pass.

When simulating large physical systems, however, the
computational domain is typically replicated in one or
several space dimensions to avoid spurious surface effects
from the finite computational domain. The FMM algo-
rithm is readily modified to account for this, as we discuss
in the following for two important cases. Note that care
has to be taken if the system has a net charge or a non-
zero dipole moment - in those cases the lowest-order sums
over periodic copies is conditionally convergent and need
to be fixed using physical conditions, see appendix 4.1 of
[16] and Appendix B of this paper.

Periodic. In the simplest case the computational do-
main is replicated periodically. To account for this, the
operator Ty, has to be modified on the coarsest level.
On this level the local expansion receives contributions
from the multipole expansions in an infinite number of
well-separated periodic copies. In [29] the contributions
from those copies are summed with an Ewald-like method
and it is shown that they can be accounted for by sim-
ply replacing the spherical harmonics Y;” which appear
in the linear operator Ty by an infinite sum R}*. In
other words, the local expansion ¥;; on the coarsest
level can be obtained from the multipole expansion ®4 ;
on the same level through multiplication by a known lin-
ear operator: ¥y ; = R®; ;. The sum Rj* and the linear
operator R can be calculated once at the beginning of
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Figure 4: Computational domain used for zero-potential
Dirichlet boundary conditions V' = 0 at the top and bot-
tom of the device, which is highlighted in green. Af-
ter duplicating the charges in the physical domain (gray
background) with mirror charges, the entire computa-
tional domain (black box) is replicated periodically.

the simulation.

Dirichlet. In some cases it is desirable to apply homo-
geneous Dirichlet boundary conditions ¢(x) = 0 on some
or all boundaries of the computational domain. This al-
lows the inclusion of an external electric field which is
present for example in batteries. As discussed in Ap-
pendix 4.2 of [16], this can be achieved by adding appro-
priate virtual mirror charges, effectively replacing the in-
finite grid of periodic copies by suitably modified reflected
and inverted copies of the primary charge distribution.
Apart from adjusting the value of the sum R}* this will
require no further modifications of the algorithm. An al-
ternative approach, which we pursue here (and which is
also described in [20]), is to simply extend the compu-
tational domain with the first mirror charge image and
replicating the extended domain periodically, as shown
in Fig. 4. We then apply the above algorithm for pe-
riodic boundary conditions to this extended domain. In
the physical applications we consider here the potential
is fixed at the top and bottom of the domain, which is as-
sumed to be periodic in the other two space dimensions.
This will only lead to a potential loss of performance by
at most a factor two from doubling the number of charges
in the system.

2.2.2 Dipole correction

In the case of non-trivial boundary conditions, the con-
tribution of the dipole terms to the infinite sum which
determines the local expansion is conditionally conver-
gent. As discussed in [16], the value of the sum needs
to be fixed by physical considerations. For example, fol-
lowing section 4.1 of [16], one could require that for a
configuration which consists of a pure dipole pointing in
the z direction the difference Agp = ¢(7,/2) — (—74/2)



in the potential between the points r, /5 = (0,0, a/2) and
—7,/2 vanishes. This is not the case for the treatment
in [29], which induces a constant electric field in the z-
direction in the presence of a dipole; physically this cor-
responds to a non-zero surface charge at infinity. In our
calculations we choose to require A¢ = 0, i.e. no surface
charge at infinity. As explained in Appendix B, this can
be achieved by adding a compensating external electric
field E = %’Tp where p is the dipole moment in the sim-
ulation cell. In practice this amounts to modifying the
local expansion coefficients LT* defined in Eq. (3) on the
coarsest level.

3 FMM for KMC

We now describe how the FMM algorithm can be used
to compute electrostatic energy differences required for
the calculation of propensities in KMC simulations. For
simplicity, we initially consider free-space boundary con-
ditions, before discussing the modifications which are re-
quired to adapt the algorithm to periodic- and Dirichlet-
boundary conditions in Section 3.1. As we will show, us-
ing the correctly modified KMM results in a total compu-
tational complexity of O(p?N) per KMC step (the com-
plexity is O(p*N) for non-trivial boundary conditions).
In each step, the electrostatic calculation can be split into
two parts:

e Propose moves: calculate the change in electro-
static energy AUy, = Up — U, for all potential moves
(line 5 of Algorithm 1)

e Accept move: update the electrostatic potential,
i.e. the local expansions ¥y, ., once a move has been
accepted (line 10 of Algorithm 1).

We further assume that the standard FMM algorithm
in Algorithm 3 has been used to calculate an expansion of
the local field ¥y, , from long-range contributions before
the first KMC step. Since the number of KMC moves
is very large (compared to p?), this O(p*N) startup cost
can be safely neglected. In the following the calculation
of electrostatic energy differences in the proposal stage
and the update of FMM data structures are discussed
separately.

Propose moves. Let r’ be the proposed new position
of a particle with charge ¢ currently located at position r
in cell o on the finest level L of the FMM grid hierarchy.
Further denote the 26 direct neighbours of a cell a as
Ny(r) and define @ = aUN;(«). Assuming that the new
position is in cell & (which might be identical to «), the
total change in the electrostatic energy due to the move

r’ + 7 is given by
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The first two lines of Eq. (4) describe the difference in
electrostatic energy of the particle at the new and old
position, split into a long range part (given by the local
expansions ¥y, , and ¥y, o) and direct interactions with
all particles in the cell which contains the particle and
its direct neighbours. Note that the terms in the first
line, which describes the potential energy after the move,
contain the potential induced by the particle at position
T before the move. This contribution is contained either
implicitly in ¥, ., if the cells o and o' are well separated,
or included in the direct contribution if this is not the
case, because one of the () is identical to r. Clearly
this is incorrect since the particle has moved to =’ in this
proposal and is no longer at r. This is fixed by removing
the spurious self-interaction in the final line of Eq. (4).
Since the local expansion ¥y, , defined in Eq. (3) con-
sists of O(p?) terms, and each cell contains Nipear = O(1)
particles on average, the total cost per proposal is
Cost!free)

propose

= Op® + 27N pcal = O(p?), (5)

independent of the total number of charges.

Accept move. Once a move ' < r has been accepted,
the local expansion ¥y, 3 on the finest level has to be up-
dated in all cells 8 to account for this. Naively, this could
be done by re-calculating the entire field using Algorithm
3, at a cost of O(p*N). However, since the change in the
charge distribution is only very small, the change in ¥, 3
can be computed much more efficiently by subtracting
the contribution of the charge at the original position r
and adding it back on at the new position r’. For this,
loop over all cells 8 on the finest level. If cell 5 is well
separated from cell « (i.e. 8 & a UN,(a)), add the local
expansion around the centre of cell a which is induced by
a monopole with charge —q at position r to ¥y, ,, using a
multipole-to-local translation Typ,. Similarly, if 5 is well
separated from o', add the local expansion induced by
a monopole of charge +q at the new position 7’. Since
the local expansion contains O(p?) terms and the total
number of cells on the finest level is O(N), this reduces
the cost of the accept step to

Cost{lee, = C'p*N = O(p*N). (6)
For higher degrees p this leads to significant savings of a
factor p? relative to the naive re-calculation with Algo-
rithm 3.



Figure 5: Sketch of V() and V(°°) defined in Section 3.1.
V() contains the outer hatched cells and V(&) consists
of the primary image (solid grey) and the surrounding
nearest neighbours (empty cells).

The above method is readily extended to non-trivial
boundary conditions introduced in Section 2.2.1 as fol-
lows.

3.1 Boundary conditions

Periodic boundary conditions. When periodic
boundary conditions are applied, the simulation cell is
surrounded by an infinite lattice of periodic images of the
domain 2 indexed by integer valued offsets v € Z3 (where
v = 0 corresponds to the primary image). This infinite
lattice is split into two disjoint sets Z3 = V() U V() a5
shown in Fig. 5. The finite set

VO = v |y <1forallk=1,2,3}

contains the primary image and the surrounding 26 near-
est neighbours and

V) = {v: |yg| > 1 for at least one k = 1,2, 3}

consists of all other periodic copies. Due to linearity,
the system energy is given by a contribution from peri-
odic images in V(™ plus the contribution from images in
V(%) For a proposed move we consider the contribution
to system energy from each of these two sets separately
and sum them to obtain the total change in system en-
ergy.

We refer to the contribution to the system energy from
images in V() as the far-field component and the contri-
bution from images in V(M) as the near-field component.
As before, let 7’ be the proposed new position of a par-
ticle with charge ¢ currently located at r in cell @ on the
finest level L of the FMM grid hierarchy and assume that
the new position 7’ is in cell o’.

Near-field component. To compute the near-field
component we simply extend the method described for
free-space boundary conditions to include all images in
V() instead of moving a single particle, we also move
its 26 copies in V() when proposing a move.

While this could be achieved by working with all
charges in the 27 cells in V(™) and employing free-space
boundary conditions, in practice it is more efficient to
work with the primary image only and implicitly include

the 26 copies. To achieve this, first the FMM algorithm
in Algorithm 3 is modified such that at the end of the
downward pass a local expansion ¥y, , represents the po-
tential induced by all charges in V(&) \ Ay (a). This can
be realised by setting ¥, ; = @171 =Wy, = @270‘ =0 at
the beginning of the downward pass. Secondly, the inter-
action lists used in the downward pass are not truncated
at the boundary of the primary domain and instead are
wrapped around the boundary to account for the neigh-
bours in V(™). In a similar manner the neighbour cells
Np(a) of a boundary cell « include cells over the bound-
ary in V(). With these modifications the contribution
to the system energy from charges in V(™) is

N
1 o
vo -1 ; o with
) . (4)
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|r(i) — @

where «fi] is the index of the fine-level cell which contains

particle 4. The asterisk (%) on «fi] indicates that neigh-
bours are wrapped periodically across the boundary of
the computational domain, as discussed above. The fac-
tor % is required to avoid double-counting in the total
energy.

Consequently, the change in the near-field system en-
ergy for the proposed move v’ < r is

(4)
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Eq. (7) is identical to Eq. (4) except for the final two
terms. The penultimate term is a generalisation of the
self-energy correction in Eq. (4), which also includes the
periodic copies of . The final term accounts for the fact
that all periodic copies of the particle are moved to new
positions 1/ + av with 0 # v € V() and those charges
contribute to the energy of the particle at . The sum
is independent of " and it is readily evaluated to
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Far-field component. We compute the potential in-
duced by charges in V() by following the approach
used for the standard FMM algorithm [29]. In the setup
phase of the simulation the multipole expansion ®; ; is
computed directly from the initial configuration. The
(n,m)™ multipole coefficient is

Zq Y,

This is converted into the local expansion ¥, ; with ex-
pansion coefficients H]* = R (K]") where R is the op-
erator introduced in Section 2.2.1. More specifically, the
local expansion of the potential induced by the periodic
images in V() is (c.f. Eq. (3))

Z Z HrY (0,0). (8)

n=0m=—n

" (0:, ).

o(r,0,¢) =

Hence the energy of N charges interacting with a far-field
o which is expressed as the local multipole expansion in
Eq. (8) is obtained by evaluating Eq. (8) at the par-
ticle positions 7 = (r;,0;, ¢;), multiplying by ¢ and
summing over all particles.

(‘”)—Zq“z Z Hr Y (0:,¢1)  (9)

n=0m=—n

:Z Z Em™H™, (10)

n=0m=-—n
N
where E)' = Zq(i)r?Ynm(Hi, bi)- (11)
i=1
The sum in Eq. (10) is readily computed as a dot product
n 1(p+1)(p+2) dimensions at a cost of O(p?).
Now consider a proposed move of a particle with charge
g from r to ’. To evaluate the far-field energy of the
modified charge distribution we need to do two things:
first, we need to add ¢r'"Y,™(¢',¢') to Eq. (11) and
simultaneously subtract gr™Y," (6, ¢) since the position of
the particle has changed in the sum in Eq. (9). Secondly,
the far-field multipole coefficients K" and hence the local
expansion coefficients H* in Eq. (8) change, since we
assume that this far-field is generated by the periodic
copies of the cell in V(). This can be accounted for
by adding a correction to the multipole expansion K"
which describes a monopole of charge +q at ' and a
monopole of charge —g at the old position r. Those two
modifications are achieved by setting
By =By +q (Y0, ) Y (0, 9)) (12)
and
K=K +q (Y, ™0,¢)—q"Y,,™0,9)).
(13)
This gives the modified local expansion coefficients
™ =R (K™).
The new far-field contribution to the system energy for
the proposed move 7’ < 7r is

= > Eray,

n=0m=—n

Total change in energy. Combining the near-field
and far-field components the change in system energy
of a proposed move 7’ < 7 is given by

AUpop =AU 4

The near-field component retains the O(p?) computa-
tional complexity of the free-space case as the additional
correction terms have a constant cost per proposal. For
the far-field energy evaluation, the creation of E and H
involves the computation of 4p? coefficients with com-
plexity O(p?). The multipole-to-local operator R can be
applied as a matrix-vector product with computational
complexity O(p?). Finally, evaluation of the far-field lo-
cal expansion exhibits a O(p?) computational complexity.
Hence the overall cost of proposing a move is

(BC)
COStpropose

= 0", (14)

independent of the number of charges. This should be
compared to the O(p?) complexity for free-space bound-
ary conditions given in Eq. (5).

Accept move. For an accepted move ' < r the lo-
cal expansions on the finest level Wy, 5 are updated as in
the free-space case. This operation has a computational
complexity of O(p?N). To account for the far-field com-
ponent, we store the quantities £ and H'. Whenever
a move 1’ < 7 is accepted, the values are updated ac-
cording to Egs. (12) and (13), i.e.
E™ «+ E™, K™+ K™

This update requires the computation of 4p? expansion
terms, and hence has an O(p?) cost. For an accept op-
eration in the fully periodic case the dominant cost is
the update of the local expansions ¥, g required for the
near-field energy computation. We conclude that the to-
tal cost for accepting a move is

Costipens = O(p*N). (15)
which has the same computational complexity as the
accept-step for free-space boundary conditions' in Eq.
(6).

We conclude that the total complexity of the algorithm
is O(p*N) per KMC step even for non-trivial boundary
conditions. The estimates in Eqs. (14) and (15) are
confirmed numerically in Fig. 11 below.

4 Related work

To highlight the impact of the novel FMM-based algo-
rithm presented in this paper, we review existing ap-
proaches for including electrostatic interactions in KMC
simulations.

ITo keep the interface in the code general and allow transitions
to states which have not been previously proposed, the change in
energy for the new state will be re-computed when accepting a
move. This adds an additional O(p?) cost, which can be safely
neglected as long as p? < N.



As argued in [20], most recent KMC studies truncate or
neglect long range electrostatic interactions. The few ex-
ceptions reported in the literature typically include some
results obtained with the Ewald method, which serves
as a computationally expensive reference implementation
to quantify systematic errors introduced by those ap-
proximations. For example, the authors of [21] do not
include the effect of electrostatic interactions in most
of their results for a KMC study in doped perovskites.
This leads to a change in the protonic diffusion coeffi-
cient by 14%, compared to the “correct” result obtained
with Ewald summation. A systematic comparison of pho-
tovoltaic simulations with truncated potentials and the
Ewald method is also presented in [20]. The authors
find that introducing a cutoff potential underestimates
the device performance and overestimates average charge
carrier densities. The Ewald summation is optimised by
precomputing the mutual potential between all pairs of
charges. This reduces the cost of one proposal to O(N).
On the structured lattice which is used in [20] it requires
the storage of O(N) terms, but for large systems with
an irregular arrangement of the hopping sites the O(N?)
memory requirements would make the method infeasi-
ble. In [30] perovskite crystal growth is modelled with
a KMC method which uses Ewald summation for long
range electrostatic interactions. However, the setup is
very different to the problem considered here, since the
system is described by a series of growing stacks on a 2d
surface.

Electrostatic interactions can also be included by map-
ping the charge distribution to a grid and solving the
Poisson equation. Since a solve of this three-dimensional
partial differential equation is expensive, a lower dimen-
sional approximation is used in some cases to make the
computation feasible. For example, in [23, 24] the one di-
mensional Poisson equation is solved for a layer averaged
charge density, while including the electrostatic field of
nearby charges and periodic mirror images exactly. Natu-
rally, this approach introduces uncontrollable systematic
erTors.

As discussed in [22], including electrostatics by solving
the three dimensional Poisson equation naively requires
an expensive re-calculation of the potential for every po-
tential hop since the charge has moved and its contribu-
tion can not be included in the current potential. To ad-
dress this issue, the self-interaction error in the naive ap-
proach can be suppressed or removed by adding and sub-
tracting the field of a single charge. While efficient meth-
ods (such as multigrid [31]) exist for solving the Poisson
equation in O(n) time on a grid with n cells (and it is rea-
sonable to assume that the number of grid cells is at the
same order as the number of lattice sites), discretising the
Poisson equation is likely to lead to uncontrollable errors
due to the peaked distribution of point particles, which
can not be represented accurately on a grid. A massively
parallel GPU implementation of a KMC method is de-
scribed in [32]. While the authors still employ a cutoff
for the electrostatic interactions, after each KMC step the
local potential is updated by adding a dipole correction
term, instead of recalculating the value of the field.

Existing FMM implementations and KMC li-
braries. Not surprisingly, there is a plethora of ex-
isting FMM implementations for the standard method
written down in Algorithms 3 and 4. Some of those,
such as ScalFMM [33] and ExaFMM [34] are specifically
designed for performance and massively parallel scala-
bility; ExaFMM also targets GPU systems [35]. Simi-
larly, a parallel FMM implementation for heterogeneous
systems is described in [36]. Other actively developed
parallel libraries are FMMIib3d [37], RECFMM [38] and
DashMM [39]. Often those libraries can treat more gen-
eral potentials, for example, ScalFMM is kernel-free and
allows the user to implement their own interaction po-
tentials. Since ScalFMM has been highly optimised for
modern multicore processors, we quantify the absolute
performance of our standard FMM implementation by
comparing it to ScalFMM below. For a comparison of
different established FMM codes see also [40]. However,
as far as we are aware, none of the above FMM libraries
have been used in KMC simulations. Conversely, exist-
ing KMC libraries such as DL_AKMC [41], SPPARKS
[42] and KMCLib [43] do not include support for long
range electrostatic interactions or rely on one of the ap-
proximations described above (see e.g. the study in [44],
which uses the commercial Bumblebee library [45]).

5 Implementation and user inter-
face

Algorithmically optimal methods such as the FMM-KMC
scheme introduced in Section 3 have to be implemented
efficiently on massively parallel hardware. With the
recent diversification of the hardware landscape, it is
equally important that the code has a simple, intuitive
user interface and runs on different chip architectures,
such as manycore CPUs and multithreaded GPUs.

5.1 Performance portable framework

The FMM-KMC algorithms introduced in this paper
were implemented on top of the performance portable
framework described in [25], which we refer to as
“PPMD?” in the following. The PPMD code is freely
available at

https://github.com/ppmd/ppmd.

Our FMM-KMC implementation is provided in the
coulomb_kmc Python package which is freely available at

https://github.com/ppmd/coulomb_kmc.

A recent snapshot of the code, which can be used to
reproduce the results in the paper, is also provided as
[46].

The overall design principle of PPMD is to provide a
high-level Python user interface which is flexible enough
to express fundamental looping mechanisms for interact-
ing particles, while automatically generating highly ef-
ficient code on different hardware platforms. As will
be discussed in Section 5.4, using this Python inter-
face also allows the easy and efficient implementation of
the user-specific handling of the KMC data structures,
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such as masking forbidden moves based on the problem-
dependent matrix of hopping sites.

Efficiency is achieved by using code generation tech-
niques; once the user has expressed the fundamental
interaction kernel as a short snippet of C-code, dedi-
cated looping code which executes the entire particle-
or particle-pair loop over all particles is generated. De-
pending in the platform, this might be realised with MPI,
OpenMP or with CUDA on GPUs. High-level opera-
tions, such as the main time stepping loop, are imple-
mented in Python and orchestrate the calls to the com-
putationally expensive particle- or particle-pair loops. As
shown in [25], the performance of the PPMD code is on a
par with monolithic MD codes written in C and Fortran,
such as LAMMPS [47] and DL_POLY [48, 49].

While the main application of PPMD is molecular dy-
namics, the PPMD interface and data structures are ab-
stract enough to also implement KMC algorithms which
are the topic of this paper. As described in [26], PPMD
also includes a library for calculating electrostatic inter-
actions via Ewald summation; this is very useful for test-
ing the FMM algorithms developed in this paper.

Fundamental data structures and interfaces.
The most important data structure in PPMD is the
ParticleDat class. This is a distributed storage space
for data associated with individual particles in the sim-
ulation. Example properties which can be stored as
ParticleDats are the positions, velocities and charges
of all particles in the system. However, in principle any
property, such as the number of local neighbours of a
particle, could be stored in a ParticleDat. Under the
hood, ParticleDats are realised as wrappers to numpy
arrays. In addition, global properties shared by all parti-
cles, such as the total energy of the system, can be stored
in GlobalArray or ScalarArray objects, where the lat-
ter is read-only when accessed from inside a kernel.

To manipulate data, the user writes a short kernel in C
which is executed over all particles or all pairs of particles.
A particle-pair loop is specified by this C-kernel and a list
of all ParticleDats, ScalarArrays and GlobalArrays
which are modified by the kernel. Access descriptors
specify whether the data is read or written. Based on
this specification of the particle-loop, the code genera-
tion system automatically generates efficient code for ex-
ecuting the kernel over all pairs of particles. Depending
on the access descriptors, it also performs suitable com-
munication calls to synchronise parallel data access and
avoids write conflicts in threaded implementations.

To illustrate the idea, we show a short Python code
snippet for naively calculating the total potential energy
U for particles interacting via a Coulomb potential

. ji:
2 :
all pairs

(4,)

¢ q)

U= [r® =70

(16)

in code listing 1. Note that the key operation

UiU+05-qiq0) ‘,,u) _ r(j)’
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Listing 1: Python code for calculating the sum in Eq.
(16) over all particle pairs.

# number of particles
npart=1000

# Define Particle Dats
(npart=npart,
ncomp=3,
dtype=c_double)
(ncomp=1,
npart=npart,
dtype=c_double)
(ncomp=1,
initial_value=0.0,
dtype=c_double)

r =

kernel_code="""
double dr_sq = 0.0;
for (int k=0;k<3;++k) {
double dr = r.4i[k]-r.5[k];
d'r_sq += dr*dr;
}
U += 0.5%q.3[0]*q.5[0]/sqrt(dr_sq);

200

# Define kernel
kernel = (’naive_coulomb’,

kernel_code)

# Define and execute pairT loop
pair_loop = (kernel=kernel,
{’r’:r(access.READ),
’q’:q(access.READ),
’U’:U(access.INC)})
pair_loop.execute ()

which is executed for all particle pairs is encoded in the
C-code stored in the string kernel_code. Positions and
charges are stored in the ParticleDats r and q, while the
total energy is stored in the GlobalArray U. Interested
readers are referred to [25] for more details on PPMD.

5.2 FMM-KMC user interface

To implement the FMM algorithm for KMC simula-
tions described in Section 3, we introduce a new KMCFMM
Python class in the coulomb_kmc Python package. This
class provides three key operations:

1. Initialisation of the FMM fields and calculation of
the system’s full electrostatic energy at the start of
the simulation

2. Evaluation of the electrostatic energy difference
AU, for all proposals r’ < r

3. Acceptance of a move selected by the user

Note that the rest of the KMC algorithm, such as the
selection of a move for acceptance based on the propen-
sities and working out the set of allowed potential moves
is still the responsibility of the user. Section 5.4 discusses
an example of how the latter can be realised efficiently
with the PPMD data structures and parallel loops. Rel-
egating high-level control over the algorithm to the user
also allows the easy extension of the basic KMC method



to more advanced techniques, such as multilevel meth-
ods, or the inclusion of post-processing steps to extract
physically meaningful information.

The constructor of the KMCFMM class is passed the
initial positions and charges of all particles, stored in
ParticleDat objects. It allows the user to choose the
parameters of the FMM solver, such as number of FMM
levels and expansion terms. The initialise() method
computes the system’s electrostatic energy for the initial
positions of all charges based on the standard FMM al-
gorithm described in Algorithms 3 and 4. The method
also creates and initialises all data structures required for
the subsequent proposed and accepted moves.

5.2.1 Proposing moves

The KMCFMM class provides two interfaces for calculating
the change in system energy of proposed moves. The
simple propose() method assumes that for a particle
with index i € {0,..., N —1} located at position () and
carrying charge ¢;, there is a finite set of n; potential new
positions R = {r’gi), r’éi), e ,7“'5,?} which this particle
could move to. The potential moves of all particles are
stored as a list of tuples of the form (i,R(i)) for i €
{i1,i2,...} € {0,...,N — 1}, which are passed to the
propose () method in the form

P (R0 (2 R) ).
The change in total electrostatic energy for the move
r’,(j) — @ with k € {1,...,n;} is denoted by AU, ).

k
The changes in energy for all potential moves of particle
i are collected in the list

U(Z) = {AUr’Y) y AUT,S;;) gy AUT/(T::;}.

(17)

(18)

The propose () method returns a tuple of arrays of elec-
trostatic energy differences (), 1/("2), .., where each
U is of the form described in Eq. (18).

To encode three-dimensional vectors, the proposed
new positions R are passed to the propose() method
as a n; x 3 dimensional numpy array for each charge.
The method returns a numpy array with the change in
electrostatic energy for each proposed move. An ex-
ample is shown in code listing 2. In this case parti-
cle 3 can move to two potential new positions, namely
7 = (0.11,0.13,0.09) and 'S = (0.90,0.10,0.08),
whereas there is only one potential hop to the new posi-
tion r'g) = (0.45,0.28,0.89) for particle 7. For this setup
the tuple P is given by

( 3 0.11 0.13 0.09
’10.90 0.10 0.08| )"

(7,045 0.28 0.89]))

P

which should be compared to the Python code in Listing
2. After the call to propose (), the variable U will contain
the corresponding energy differences as a tuple of numpy
arrays in the format

U= (|80, 800 ] [aV,0]).
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Listing 2: Python code for creating a KMCFMM instance
and proposing moves as described in Section 5.2.1.

import numpy as np

# Create KMCFMM instance
kmc_fmm = KMCFMM(positions=r,
charges=q,
r=4,
1=12)
# Set up FMM data structure, calculate
# initial electrostatic emergies
kmc_fmm.initialise ()

# Tuple with proposed moves
P = (
# Particle 3

(3, np.array(((0.11, 0.13, 0.09),
(0.90, 0.10, 0.08)))

)’

# Particle 7

(7, np.array(((0.45, 0.28, 0.89),))

)
)

# Calculate energy changes
U = kmc_fmm.propose (P)

Listing 3: Python code for accepting a move as described
in Section 5.2.2.

kmc_fmm.accept (
(6, np.array((0.11,0.56,0.39))))

p =

5.2.2 Accepting moves

The KMCFMM instance provides a accept method that ac-
cepts a proposed move, updates the system energy and
updates internal data structures. To accept a move, the
accept () is called with a tuple (i,7’) consisting of a
charge index ¢ and a new position r’. An example is
given in code listing 3, which assumes that particle ¢ = 6
moves to the new position ' = (0.11,0.56, 0.39).

5.3 Improved interface for proposals

While the propose () method is intuitive and easy to use,
it is not optimal in terms of efficiency. This is because
the tuple of proposed moves P in Eq. (17) has to be
converted to an internal data structure before the moves
can be passed to our C implementation. To overcome this
issue we provide an alternative interface which is more ef-
ficient, but requires additional work from the user since
the corresponding propose_with_dats () method expects
the data to be given in a particular, structured format:
the proposed moves have to be encoded as a set of particle
properties which are stored in ParticleDat instances. In
contrast to the propose() interface, which can operate
on a subset of particles, potential new positions have to
be specified for all particles in the system. For this, the
particles are separated into M different types, such that
a particle of type t € {1,..., M} can potentially transi-



tion to ¢; € Ny new positions. Note that ¢; can be zero,
and particles of this type are not able to move at all.
The type of a particle could for example depend on the
topology of the lattice or the local environment of the lat-
tice site it currently occupies. In this case the type can
change during the simulation; an example is described
in Section 5.4. The set C = {c1,¢a,...,cpr} is repre-
sented by a M-dimensional ScalarArray. The types of
all particles are stored in an integer-valued ParticleDat
T, such that 7 € {1,..., M} is the type of particle i,
which can therefore hop to ¢y potential new sites. Let
K = max (C) be the maximum number of moves at any
site. An additional real-valued ParticleDat R with 3K
components is used to store the locations of the poten-
tial destinations of all particles. For particle ¢ the entry
R contains the list {r’gz),r'él)7...,r'([?} of three di-
mensional vectors where any entries r’ kl) with k& > ¢
are irrelevant and may contain arbitrary values. Depend-
ing on the local environment of a particle and other par-
ticles in its vicinity, particular hops might be blocked for
a particular configuration. To avoid changing the type
of those particles and shuffling around the entries of R
to account for this, certain transitions can be marked as
“forbidden” by setting a flag in a separate ParticleDat
M with K components. Each entry M () contains a list

{mgi),mg), ... ,m(l?} where the flags m,(j) =
that the transition r

/](Ci)
If m,(;) < 1 this transition is forbidden and will not be
considered in the calculation of energy changes for the
proposed moves.

The ScalarArray C and the ParticleDats 7, R, M
and U are passed as inputs to the propose_with_dats()
method, which populates the ParticleDat U of K com-
ponents with the energy changes of all proposed moves.
More specifically, the entry for particle 7 is the list () =
(AUD AUD AUI(?} such that AUIEZ) contains the
change in electrostatic energy for the move r’/ ,(j) — r@,
Entries for moves which are marked as forbidden through
the mask M@ or for which k > ¢ are undefined.

An example of the ParticleDats 7, R, M and U is
shown in Fig. 6. In this case each particle can hop to
between two and four sites, or not hop at all. The set
which described the four different types of particles is
therefore given by C = {0,2,3,4} with K = max(C) = 4.

1 signals

— 7 for particle i is allowed.

Using the propose_with dats() and data structures
provided by PPMD allows the entire KMC implementa-
tion to be written in the looping operations of PPMD.
Apart from guaranteeing the efficiency of code, the user
never has to explicitly insert parallelisation calls. To il-
lustrate how this can be done, we now show how the
inputs to the propose_with dats() method can be set
up in PPMD for a particular use case.

5.4 Selection of allowed moves in PPMD

For this example we assume that the system consists of
charges which can hop between the sites of a regular two-
dimensional lattice A with spacing h embedded in three
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Figure 6: Data structures (ScalarArray C and
ParticleDats 7, R, M and U) used by the

propose_with dats() interface for proposing potential
moves.

dimensional space
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Recall that the simulation domain is a box of width a, and
periodic boundary conditions are assumed for the elec-
trostatic potential. However, we assume that the charges
can not hop across the domain boundary. The total num-
ber of charges N is assumed to be much smaller than the
total number of sites and each site can be occupied by
at most one charge. In this example we further assume
that charges can only hop to directly neighbouring sites.
Note that the number of sites a charge can hop to, i.e.
its type, depends on whether it is in the interior of the
domain or on the boundary, see Fig. 7. When setting up
the input for propose_with_dats(), the following points
have to be taken into account:

e All charges need to be be assigned a type by setting
the entries in the ParticleDat 7. This depends on
the lattice site the particle currently occupies.

e The potential destinations for all particles have to
be worked out in each KMC step by populating the
ParticleDat R.

e Potential hops to already occupied sites need to be
masked by setting the entries of the ParticleDat
M; again this has to be done in each KMC step.

The sites can be arranged into nine different categories
(one interior, one for every outer edge/corner of the do-
main, see Fig. 7). Since particles sites in the interior
of the domain have four direct neighbours, sites on the
edges have four and sites in the corners only two, we set

C={ci,ca,...,co} =1{4,3,3,3,3,2,2,2,2}.
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Figure 7: Two dimensional grid used for the example in
Section 5.4. Sites of different categories (interior, edge,
corner) are marked by different symbols and occupied
sites are shown as filled.

Further, for each site category t € {1,...,9} we define
an ordered set of integer offsets

DO = {6V, 6Y,...,60} c Z°

RN
which describes the potential relative hops of a particle
located at a site of this category in units of the lattice
spacing,

{(+1,0,0),(-1,0,0),(0,+1,0), (0,—1,0)},
{(+1,0,0),(-1,0,0),(0,+1,0)},
{(+1,0,0),(-1,0,0),(0,—-1,0)},

)
D3
DB

Now consider the charge with index ¢, which is of type
t = 7 and currently located at position (¥ € A. Since
the number of potential destinations is ¢;, this charge can
potentially hop to any point in the set

RO = (r®@ 4 h8" r®@ 4 m6P e @ £ 06D} C A

This can be implemented by updating the entries R(®) of
the ParticleDat R with a ParticleLoop in the PPMD
code.

Finally, forbidden moves to already occupied sites have
to be masked by setting appropriate flags in M. This is
done by considering all pairs (i, j) of particles and setting
the entry mg) of M@ to zero if the k-th entry of R is
identical to the current position @) of the other particle
in the pair, i.e. if \r’g) — 70| = 0. In PPMD this
operation can be realised with a PairLoop.

The pseudocode in Algorithm 2 provides an overview
of the PPMD implementation of the book-keeping oper-
ations discussed in this section. To set the types of the
particles it is assumed that there is a function T" which
returns the category of a lattice site located at 7.
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Algorithm 2 Overview of bookkeeping operations for
updating the ParticleDats 7, R and M in each KMC
step, as described in Section 5.4.

Set types € proposed moves (ParticleLoop)
1: for all chargesi=1,..., N do
Set particle types based on position
2 TH «T(r®)

Set proposed positions and initialise masks

3 fork=1,...,cru do
4: R i p @ 4 nsT"
5: ./\/l](:) =1

6: end for

7: end for

Detect overlaps (PairLoop)
for all pairs (4, ) s.t. [r() —r0)| == 1 do
9: fork=1,...,cyw do

%

10: if |r'") — 70)| == 0 then
Flag proposed position as conflict
11: MP =0
12: end if
13: end for
14: end for

5.5 Parallelisation and optimisation

On distributed memory machines domain-decomposition
is used to parallelise the KMC-FMM algorithm described
in Section 3. For this the computational domain €2 is di-
vided between MPI ranks such that each rank “owns”
the charges in its local subdomain Q... Proposals for
particles owned by different MPI ranks are handled con-
currently. Qocal is augmented by a halo region to obtain
an extended local domain Qjpea1. It is assumed that the
particles are evenly distributed and hops are limited by
some maximal distance which determines the size of this
halo and hence Qoca;. Under those conditions, which
seem reasonable for many physical systems, domain de-
composition will result in good load balancing and — as
will be described in the following — requires very little
parallel communication. The results in Section 6.3 con-
firm the excellent parallel scaling on up to 128 nodes.

To store local- and multipole expansions ¥, o, and ®;
on all levels of the grid hierarchy, a distributed “Octal
Tree” (OT) data structure is set up at the beginning of
the simulation. As described in Section 5.3 of [50], data
can be attached to the OT using different parallel ac-
cess modes. This allows suitable halo-exchanges between
neighbouring MPI ranks and ensures that all children of
a particular coarse level cell are owned by the same rank
during the upward- and downward pass of Algorithm 3.
The local expansions ¥, , are calculated for all cells « on
the finest level at the beginning of the simulation. The
OT cells on the finest level are not necessarily aligned
with the local subdomains Qjoc. However, each MPI
rank keeps copies of the local expansions ¥, ,, for all fine
level OT cells which cover its extended domain Qjocar. It
also maintains copies of all particle positions and charges
in those cells.

When a potential move ' < 7 is proposed, calculat-



ing the change in energy AU, ., in Eq. (4) for free-field
boundary conditions requires the evaluation of the local
expansion on the finest level ¥, , at the old and new po-
sitions, and knowledge of particle positions in neighbour-
ing cells. This data is available in local copies, provided
the halo is chosen large enough. Upon accepting a move,
ownership is transferred if the moved particle crosses a
subdomain boundary. The local expansions ¥y, , are up-
dated for all cells a which are affected by this move. Note
that neither evaluating the energy change for the propos-
als nor the update of ¥y , at the end of a KMC step
requires any parallel communication apart from sharing
the details of the accepted move between all processors.
For non-trivial boundary conditions the near-field
change in electrostatic energy AULEB,T given by Eq. (7)
can be handled in the same way as just described for
free-field boundary conditions, both when proposing and
accepting a move. Calculating the change in the far-field
contribution U(*®) given by Eq. (9) requires an update
to the expansion coefficients H" on the coarsest level
and E7" defined in Eq. (11). Identical copies of both
H" and E]" are stored on all MPI ranks. When a move
is accepted, they are updated locally on each MPI rank
by removing the contribution from the particle at r and
adding the contribution from the new position r’.

We use OpenMP as a shared memory programming
method to distribute the proposed moves on each MPI
rank over available cores. This reduces load imbalances
due to variations in the number of proposed moves per
particle. Furthermore, in this hybrid MPI+OpenMP ap-
proach the volumes the subdomains handled by individ-
ual MPI ranks are larger than in an MPI only execution.
In addition to improved load-balancing, this increases the
ratio of subdomain volume to halo region volume, which
reduces the computational work of accepting a move as
fewer expansions and particles must be updated.

All performance critical operations which manipulate
multipole and local expansions are implemented as auto-
generated C code. This allows fixing the number of ex-
pansion coefficients p at compile-time, which enables im-
portant optimisations such as loop-unrolling and auto-
vectorisation. In particular, evaluation of the spherical
harmonics Y™ (6, ¢) at a particular position r = (r, 6, ¢)
with recurrence relations (see e.g. [51, 52]) is carried out
with a two-level loop nest. The bounds of the inner loop
with index k depend on the current iteration of the outer
loop over £ € 0,...,p which makes it virtually impossi-
ble to vectorise the code if the outer loop bound p is only
fixed at runtime. However, if p is known at compile time,
the loop can be unrolled to generate a long sequential list
of updates, which contain the same algebraic operations
and can are readily vectorised. In addition, when gen-
erating this code combinatorial factors which depend on
the loop indices k£ and ¢ can be pre-computed at compile
time. This reduces the number of floating point opera-
tions and further improves performance.

Finally, note that any further book-keeping opera-
tions required in a KMC step, such as those described
in Algorithm 2, are implemented as ParticleLoop and
PairLoop constructs in PPMD. They are therefore au-
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tomatically parallelised on any parallel architecture, as
described in detail in [50, 25].

6 Results

The KMC simulations reported in this section were car-
ried out on the CPU nodes of the “Balena” cluster at
the University of Bath, with some additional weak- and
strong- parallel scaling runs on the ARM-based “Isam-
bard” supercomputer. On Balena, Intel Ivy Bridge and
Skylake nodes with 16 and 24 cores in total were used,
whereas one full Cavium ThunderX2 node on Isam-
bard contains 64 cores. The code was run in mixed
MPI+4+OpenMP mode, the exact node configuration and
process layout can be found in Tab. 1. This setup was
used for all runs, unless explicitly stated otherwise below.
All autogenerated code in PPMD was compiled with ver-
sion 17.1.132 of the Intel compiler on Balena, using the
same version of IntelMPI for distributed memory paral-
lelisation. On Isambard GCC version 8.2.0 was used to-
gether with CRAY MPICH 7.7.6. Raw results and code
snapshots are publicly available for reproducibility pur-
poses in the archive at [46].

6.1 Error analysis

We first demonstrate that the errors in the FMM-KMC
method can be systematically quantified and decrease
as the number p of multipole expansion coefficients in-
creases. In Chapter 5 of [50] we measured the error on
the total electrostatic system energy U for the standard
FMM algorithm and studied its dependency on p. In a
KMC simulation, however, the quantity of interest is the
change AU in the system’s electrostatic energy for each
proposed move. As confirmed by the results in Tab. 3,
AU is typically several (two or more) orders of magni-
tude smaller than U, which is proportional to the prob-
lem size. This places tighter bounds on the allowed nu-
merical errors, which have to be small compared to the
energy change AU for individual proposed moves.

To quantify the relative error on AU, we consider a sys-
tem of constant density (0.01 charges per unit volume)
and record the change in energy for M = 10* proposed
moves. As in [50], the charges are initially arranged in an
almost regular cubic lattice with small random perturba-
tions to create a setup which is representative of physi-
cally relevant systems. Each proposed move corresponds
to an additional small arbitrary displacement from the
initial positions. To explore a wide range of configura-
tions, a new pseudo-random system was generated every
100 proposals.

For each proposed move m we calculate a highly ac-
curate estimate of the “true” energy difference AU},
by using our KMC-FMM algorithm with 26 expansion
terms. The corresponding energy difference computed
with p < 26 expansion terms is denoted as AU,,. Based
on this we define the absolute relative error of move m
as
AU, — AU

oU,, = 19
AT (19)



machine chip sockets cores per cores per MPI  OpenMP threads
socket node ranks per MPI rank
Balena { Intel Ivy Bridge E5-2650v2 2 8 16 4 4
Intel Skylake Gold 6126 2 12 24 4 6
Isambard Cavium ThunderX2 2 32 64 8 8

Table 1: Node configuration and process layout used for performance measurements on the Balena and Isambard

machines.
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Figure 8: Histogram of the relative error §U,,, defined in
Eq. (19) for different numbers of expansion terms p and
a system with N = 10* charges.

and use this quantity to assess the accuracy of the simu-
lation.

We initially keep the system size fixed at N = 10*
and vary the number of expansion terms p from 12 to
21; the histograms in Fig. 8 show the number of sam-
ples with a given error for increasing p. Inspecting the
distribution plotted there with logarithmic scale on the
horizontal axis, it can be seen that the error on AU is
reduced by around one order of magnitude as p is incre-
mented by 3. To further quantify the size of the error,
let

1 M
(4) =77 > Am
m=1

be the sample average over M independent proposed
moves for some quantity A. We estimate the expected
relative error and its variance as

E(0U) = (6U), (20)
Var(0U) = E ((6U — E(6U))?) ~ (5U?) — (6U)?
Corresponding estimates for the average absolute energy
difference |AU*| and the average absolute system energy
|U| are”

E(|AUT) = (JAU7]), E(U]) = (IU])-

2Since the system is initialised at random, there is an equal prob-
ability of U to be positive or negative, and it is therefore natural
to consider its absolute value.
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The dependency of (6U) on the number of expansion
terms is shown in Tab. 2, where we also we give the esti-
mated variance, (§U?) — (§U)? and other relevant quan-
tities for N = 10* charges and p € {12,15,18,21} ex-
pansion terms. We repeated the same experiment for
fixed p = 12 and varying problem sizes N, the results
are shown in Tab. 3. As confirmed by those tables,
on average the relative error U defined in Eq. (19) is
about three orders of magnitude smaller than the average
change in energy AU itself. The total electrostatic en-
ergy of the system grows in proportion with the number
of charges and is significantly larger than AU.

6.2 Computational complexity

Next we confirm that the runtime of the method grows in
direct proportion to the number of charges N. We con-
sider a system with periodic boundary conditions. Recall
that theoretically proposing a single move carries a cost
of O(p*) and accepting a move costs O(Np?), resulting
in a linear growth of the computational complexity per
KMC step. This is demonstrated by varying the num-
ber of charges in a system (for a fixed number p = 12 of
expansion terms) and plotting the time t,,opose fOr an in-
dividual proposal and for accepting a move (normalised
to the number of charges) tacceps/N in Fig. 9. As this
figure shows, both times are in the range of a few us when
running the code on 16 cores of an Intel Ivy Bridge node.
The sawtooth nature of the plot is an artifact of the
varying number of FMM levels, which depends on the
problem size N as L = min(3, [logg(N/2)]). The sharp
drops on the right edge of the “teeth” correspond to an in-
crease of L by one, whereas all points on the left, shallow
side of the “teeth” were obtained with the same value of
L, which becomes less optimal as the problem size grows.
Based on those numbers, we estimate the total time per
KMC step as
tstep =N 'ﬁpropose : tpropose + taccept- (21)
where Tipropose = 14 is the estimated average number of
proposed moves per charge and per KMC step. This
value is motivated by the setup in Section 6.3, and of
the same order of magnitude as observed values for the
a-NPD test case in Section 6.4. The time per KMC step
tstep 1S plotted Fig. 10, which confirms that our imple-
mentation indeed achieves the expected O(N) computa-
tional complexity. The results imply that it is possible
to simulate a system with one million charges in about
10s per KMC step when running on a single 16 core Ivy



) (6U) (6U%) — (6U)*  (JAU*|) (Ul)
12 893-10~° 2.30-10°F I ]

15 8.66-10°6  1.14-10°8 -

18 124.10°6  663.10-10 LHL107H 9.13-10°
21 1.81-1077  8.82-107'2 | |

Table 2: Sample average and variance of the relative error U on the energy difference AU, as defined in Egs. (19)
and (20). Results are shown for a varying number of expansion terms p and fixed N = 10%. The last two columns also

give the sample average of the “true” energy change per proposed move AU* and the total electrostatic energy U of
the system.

N (6U) (0U?) — (3U)>  (JAU*|) (o)

102 1.58-107% 7.96-10°° 1.41-1071 8.73- 107
10* 8.93-.10°° 2.30-10°6 1.51-10Y 9.13-102
10° 8.07-10° 4.36-107 1.13-10t 1.81-10%

Table 3: Sample average and variance of the relative error 6U on the energy difference AU, as defined in Egs. (19)
and (20). Results are shown for fixed p = 12 and different problem sizes N. The last two columns also give the sample
average of the “true” energy change per proposed move AU and the total electrostatic energy U of the system.
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Figure 9: Time per proposed move tpropose and time for
accepting a proposal per particle taccept/N as a function
of the number of charges. All results were obtained on a
single Ivy Bridge node. The fluctuations in taceept /N are
discussed in the main text.
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Figure 10: Total time per KMC tgtcp, estimated using Eq.
(21) and the numerical values for t,ropose and taccept i
Fig. 9, which were obtained on a single Ivy Bridge node.
The straight dashed line shows ideal linear scaling with
the number of charges V.
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Figure 11: Time per proposal (left) and per acceptance
step normalised to N (right) for varying polynomial de-
grees p and fixed N = 10°. The horizontal axes are scaled
to highlight the quartic/quadratic dependency on p. All
results are obtained on an Ivy Bridge node.

Bridge node and limiting the relative error in the energy
difference per proposed move to ~ 1073,

To demonstrate that the computational complexity de-
pends polynomially on the number of expansion terms p,
we repeated the above experiment but fixed the num-
ber of charges at N = 10° while varying p between 2
and 30. The measured runtimes in Fig. 11 confirm
that taccept/N depends quadratically on the number of
expansion terms, whereas tpropose 1S asymptotically pro-
portional to the fourth power of p. For the following nu-
merical experiments p = 12 expansion terms were used.

6.3 Distributed Memory Parallelism

While the previous section shows that it is possible to
carry out KMC simulations with one million charged par-
ticles in a reasonable time on a single Ivy Bridge node,
physically meaningful results can often only be extracted
from much larger systems. Setups with 105 —10° particles
allow the resolution of grain boundaries and ultimately
move closer to the simulation of full photovoltaic devices
and batteries. Modelling systems of these sizes in rea-
sonable times requires distributed memory parallelism to
utilise multiple compute nodes in a HPC facility.

As discussed in Section 5.5, our implementation em-
ploys a hybrid MPI4+OpenMP parallelisation strategy.
To demonstrate the parallel scaling of a full KMC sim-
ulation we implemented the book-keeping algorithm in
PPMD, employing the same techniques as in the exam-
ple described in Section 5.4. Recall that this uses the
propose_with dats() interface of our FMM-KMC im-
plementation for optimal efficiency. The energy differ-
ences AU, ., of all proposed moves ' < r are used to
calculate the associated propensities o« exp (—AUp/p)
by using a ParticleLoop. To choose a transition fol-
lowing steps 5-7 of the KMC Algorithm 1, the partial
sums Ryp are computed on each MPI rank and combined
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across all processes using an MPI_Allgather operation.
Finally, the chosen proposed move is accepted by all MPI
ranks.

To investigate how effectively our implementation
scales across multiple compute nodes we performed both
weak- and strong- scaling experiments. In the strong
scaling experiment the problem size is kept fixed while
the number of compute nodes is increased, resulting in a
reduction of the total runtime. Since the local problem
size decreases and hence the ratio between communica-
tion and computation usually gets worse, strong scaling
is typically harder to achieve. In contrast, for the weak
scaling experiment the problem size is increased in pro-
portion to the number of nodes, in other words the lo-
cal problem size remains constant while the total global
problem size grows.

In both cases we consider a cubic lattice with a spac-
ing of h = 1.1A in each direction such that one in 27
sites is occupied by a charged particle. We allow pro-
posed moves to the 14 neighbouring lattice sites which
are either a distance h or V/3h away. In units of the lat-
tice spacing the corresponding offset vectors are (1,0, 0),
(-1,0,0), (0,1,0), ..., (1,1,1), (—=1,1,1) etc. and pro-
portional to the lattice vectors of a fcc crystalline struc-
ture. Periodic boundary conditions are applied for the
electrostatic field.

For the strong scaling experiments the global prob-
lem on a single node contains 10° charges in total, corre-
sponding to a cubic lattice with 300 points in each coor-
dinate direction. On the largest node count (128 nodes
on Isambard), this results in a local problem size with
just under 7,800 charges per node. In the weak scaling
experiment each node is responsible for 10® charges on
average. The largest problem which was simulated con-
tains 1.28 - 10® charges.

Both scaling experiments were carried out on the hard-
ware listed in Tab. 1, comparing fully populated nodes on
the different machines. For the strong scaling experiment
the number of FMM levels was fixed at L. = 6. For the
weak scaling experiment the number of levels was chosen
as L = |logg(yN)| where v is tuned for each machine
and depends on the relative cost of the direct interac-
tions (lines 5-7 in Algorithm 3) and calculation of ¥y, ,
(Algorithm 4 and line 4 in Algorithm 3) on a particular
hardware. On Isambard a value of v = 3.4 was found to
be optimal, whereas v = 4.7 and v = 3.3 turned out to
give the best results on the Ivy Bridge and Skylake nodes
of Balena respectively.

The time ¢(P, N) per KMC step for this model system
with N = 10° particles running on P nodes is given in
Tab. 4 for different machines and also plotted in in Fig.
12, As usual, the parallel efficiency Eg(P;N) for the
strong scaling experiment is defined relative to one node:

_ _tLN)

Es(P;N) = AP

(22)

For the corresponding weak scaling experiment we fix
the local problem size, i.e. the number of charges per
node, to Nioca = 108 and increase the total number of
charges N = P - Njgca in proportion to the number of
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Figure 12: Strong scaling experiment: time per KMC
step plotted against number of compute nodes for N =
10° charges.

nodes. Results for ¢(P, N) = t(P, P - Njpca1) are given in
Tab. 5 and Fig. 13, where the parallel efficiency in this
weak scaling experiment is defined as

t<1a Nlocal)

E(P; Nipeal) = —————.
( o 1) t(PaP'Nlocal)

(23)

6.4 KMC Simulation of o-NPD

We next investigate the performance of our KMC algo-
rithm when applied to a physically realistic configuration.
The system studied is «-NPD doped with F6TCNNQ), a
hole transporting organic semiconductor material [53].
The scientific results of the simulations will be discussed
in a forthcoming publication [54] and here we concen-
trate on evaluating the runtimes for a given setup. The
dopant molecules ionise and release a mobile charge car-
rier; this creates a fixed negative charge and a mobile
positive charge. The kinetic Monte Carlo algorithm de-
scribes the hopping of the holes between different a-NPD
molecules, the hopping rates are described by Marcus
theory and are functions of structural energy, tempera-
ture and molecular polarisation as well as electrostatic
energy.

The KMC code used the propose_with_-dats() in-
terface and applied a modified version of Algorithm 2
for bookkeeping operations. This modified algorithm
only updates the proposed positions R and associated
masks M) if charge 7 is in the vicinity of the previously
accepted move. This removes redundant bookkeeping op-
erations at each KMC step. The a-NPD simulations were
performed with a range of applied voltages to investigate
the charge mobility dependence on applied voltage. For
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Figure 13: Weak scaling experiment; time per KMC step
plotted against number of nodes.

this a constant external electric field in one direction is
added to simulate a given applied potential difference
across the domain. The electrostatic field induced by the
charges is assumed to be periodic in all three dimensions
and the charges were allowed to wrap around the simu-
lation domain upon reaching the boundary?®.

To exploit additional parallelism between ensembles,
multiple instances of the a-NPD simulation were run si-
multaneously. Each instance was executed on either 4
Ivy Bridge cores (running 4 simulations in parallel on a
full node) or 12 Skylake cores (2 simulations per node).
The dependence of the time per KMC step on the number
of charges in the system is shown in Tab. 6 and plotted
in Fig. 14. For the largest studied system with 20412
charges, one KMC step takes 0.35s when run on a full
Skylake socket with 12 cores.

6.5 Performance comparison to

ScalFMM

Finally, we verify that our implementation in the PPMD
framework is indeed efficient. There is currently no exist-
ing library which implements the bespoke FMM method
for KMC simulations developed in this paper. A fair com-
parison to other KMC packages based on Ewald summa-
tion or approximations described in [23, 24] would have
to be carried out at a fixed, problem dependent error
tolerance and is therefore more appropriate for future
application-driven studies. A meaningful intercompari-
son study might also be outright impossible since most

3Note that while this was not done here, our code also allows
enforcing Dirichlet boundary conditions at the top and bottom of
the domain by using mirror charges, as described in Section 2.2.1



Time per KMC step [s]
P Isambard Ivy Bridge Skylake
1| 11.93 (100.0%) | 21.33 (100.0%) | 10.26 (100.0%)
2| 596 (100.1%) | 10.55 (101.1%) | 5.09 (100.8%)
4| 3.03 (984%) | 5.36  (99.5%) | 2.57  (99.7%)
8 | 1.48 (100.7%) | 2.70  (98.7%) | 1.30  (98.3%)
16 | 0.77  (96.3%) | 1.33 (100.2%)
32| 042 (88.3%) | 0.71  (94.2%)
64 | 023 (794%) | 0.39  (86.3%)
128 | 0.14  (65.3%) | 021  (79.2%)

Table 4: Time per KMC step from a strong scaling experiment for N = 10® charges and increasing numbers of nodes
P. Parallel Eg(P; N) efficiency as defined by Eq. (22) is given as relative to a single node in brackets.

Time per KMC step |[s]

P Isambard Ivy Bridge Skylake
11624 (100.0%) | 12.35 (100.0%) | 6.65 (100.0%)
21 7.01 (89.1%) | 13.05 (94.7%) | 7.59 (87.6%)
4 | 8.76 (71.2%) | 12.92 (95.6%) | 8.52 (78.0%)
8 | 6.25 (99.9%) | 12.45 (99.2%) | 7.55 (88.1%)
16 | 7.05 (88.5%) | 13.10 (94.3%)

32 | 8.80 (70.9%) | 12.99 (95.1%)

64 | 6.31  (98.9%) | 12.52  (98.6%)

128 | 7.09 (88.1%) | 13.24 (93.3%)

Table 5: Weak scaling experiment: time per KMC step against number of nodes P with Njoca = 10° charges per
node. Parallel efficiency E(P; Niocal) as defined by Eq. (23) is given as relative to a single node in brackets.
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Table 6: Time per KMC step for a-NPD simulations ex- O.({ 00 2000 0600 50000

ecuted on a single node containing either two Ivy Bridge
E5-2650v2 or two Skylake Gold 6126 CPUs. The Ivy
Bridge simulations used 4 CPU cores and L = 3 FMM
mesh levels. The Skylake simulations used 12 CPU cores
and L = 4 mesh levels.
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Figure 14: Time per KMC step for a-NPD simulations
executed on a single node containing either two Ivy
Bridge E5-2650v2 or two Skylake Gold 6126 CPUs. The
Ivy Bridge simulations used 4 CPU cores and L = 3
FMM mesh levels. The Skylake simulations used 12 CPU
cores and L = 4 mesh levels.



of the methods in the literature introduce uncontrollable
errors. To nevertheless assess the absolute performance
of our implementation we compare the runtime of the
standard FMM method in Algorithms 3 and 4 to the
freely available ScalFMM library [55]. Given that no ex-
tensive attempts have been made to optimise our code,
the aim of this comparison is to verify that the perfor-
mance is in the same ballpark as a published reference
implementation.

For this, we measured the time spent in one itera-
tion of a Velocity Verlet integrator for a set of parti-
cles which interact via a Coulomb potential. Although
the setup of the system differed slightly (the ScalFMM
test case uses free-field boundary conditions and a pure
~ 1/r repulsive potential, whereas our code was used to
simulate a charge-neutral system with periodic bound-
ary conditions and an additional short-range Lennard-
Jones interaction), we believe this allows a sensible as-
sessment of the relative performance of the codes. The
results in Tab. 7 confirm that in both cases the runtime
is dominated by the FMM algorithm. To allow a fair
comparison, the parameters were tuned such that both
simulations are carried out at comparable accuracy. The
ScalFMM code uses the uniform Lagrange interpolation
kernel, which depends on the number ¢y, of terms. As
argued in [55] and confirmed in by the ScalFMM devel-
opers [56], setting f1,, = b is expected to give a relative
accuracy of around € = 107° in energy and force calcu-
lations. As shown in [50], the same relative accuracy is
achieved by using p = 10 multipole expansion terms in
our code. All runs were carried out on a single, fully
utilised, Ivy Bridge node. While the ScalFMM code was
run in OpenMP mode with 16 threads, results on both
a pure MPI run and a mixed mode MPI/OpenMP con-
figuration (2 MPI processes with 8 threads each) are re-
ported for our code. Tab. 7 shows measured runtimes
for N = 10% and N = 4 - 10% particles. For our imple-
mentation the optimal number of levels turned out to be
L =5for N =10%and L = 6 for N = 4 -10°%, whereas
the ScalFMM code gave the best results if the equiva-
lent octree depth was set to 6 in both cases. The results
in Tab. 7 confirm that the performance of our code is
of the same order of magnitude as the highly optimised
ScalFMM library. In fact, the pure MPI implementation
is only around 3x slower, which is acceptable given that
we have not yet considered further optimisation. Further
results on the parallel scalability of our standard FMM
implementation can be found in Appendix C.

7 Conclusions

In this paper we presented a new variant of the Fast
Multipole Method, which allows the efficient and ac-
curate treatment of electrostatic interactions in kinetic
Monte Carlo simulation. Although a recent publication
[19] claimed that this would not be possible, we demon-
strated that our algorithm scales linearly with the num-
ber of charges. This was confirmed numerically by mea-
suring the time ts, per KMC step for systems with up
to 1.3 - 10® charges. Running in parallel on 8192 cores
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we find tgep = 7.09s. We also presented results for a
physically relevant a-NPD test case with 20412 particles
which could be simulated at a rate of 0.35s per KMC step
on a single 12-core Skylake CPU.

By facilitating the simulation of much larger systems
with realistic electrostatics, our new library will allow
step-changes in the KMC simulation of energy materials.
While the focus of the paper is on the description of the
algorithm, its implementation and parallel performance
results, a forthcoming publication [54] discusses further
results for physically relevant systems.

Our code provides an intuitive user interface and we
showed that code generation techniques guarantee excel-
lent scalability and performance on modern HPC instal-
lations. In principle the code is performance portable,
and has so far been implemented for CPU chips, using
hybrid MPI4+OpenMP parallelisation. A GPU backend
is currently being developed.

An interesting line of future work will be to com-
bine our improved FMM algorithm with novel KMC ap-
proaches, such as multilevel KMC techniques. Those
methods allow more efficient simulations by skipping
physically less interesting transitions, such as “rattling”
the frequent repeated hops between pairs of states.

By making suitable adaptations to the FMM algo-
rithm, it will be also possible to reduce the cost of stan-
dard Monte Carlo (MC) simulations. Similar improve-
ments have already been studied for Ewald summation
[13, 27], for which the change in electrostatic energy per
MC move can be calculated at a computational complex-
ity of O(v/N). This is because the overall O(N?3/2) cost of
the Ewald-based energy calculation is made up by an it-
eration over all N particles and a sum over O(v/N) recip-
rocal vectors (long-range contribution) and neighbouring
particles (short-range contribution). If only O(1) parti-
cles move at each MC step, only a small number of the
O(V/'N) sums have to be evaluated. A similar approach is
currently explored in the DL.MONTE code [57], though
the implementation at present is O(N). We believe that
a suitably modified FMM algorithm will improve on this
and limit the computational complexity per individual
MC move to O(log(N)). The key idea is to store the
local expansion ¥, ; on each level of the grid hierarchy,
instead of accumulating it on the finest level in the down-
ward sweep. While calculation of the electrostatic field
requires evaluation of the W;; in one cell on each of
the L ~ log(N) levels, updating the field only requires
changes to a constant number of cells per level. Overall,
both operations can be carried out in O(L) = O(log(N))
time per MC update.
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time per Velocity Verlet (VV) step is listed in the first column and includes overheads from updating the velocities

and positions with axpy operations.

For the PPMD implementation it also includes the cost of the short range
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evaluation phase (Algorithm 4) is given, together with the percentage of time spent in the FMM calculation. All times

are measured in seconds.
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A Standard FMM algorithm

For reference the standard FMM algorithm described in
Section 2.2 is written down in Algorithms 3 and 4. In
addition to the expansions ¥, , and ®, ., this requires
another p-term local expansion \i/g,a about the centre of
cell « on level /. \I/g,a describes the potential induced by
all charges outside the parent of the cell and outside the
26 nearest neighbours of this parent. Algorithm 3 also
uses the notion of an interaction list (IL) of a particular
cell. This is important to recursively include contribu-
tions from finer levels (see line 18 in Algorithm 3). For
a cell a on level ¢ the interaction list IL(«) is the set of
cells which are the children of the parent cell of « and its
nearest neighbours, but which are well separated from «,
i.e. not direct neighbours of « on level ¢. Explicitly, the
interaction list is given as

IL(r) = children (N, (parent(«))) \ (o U Np(av)) .

On a particular level ¢ the local representation of the

operators Ty for converting between multipole expan-

T(f;aﬂ)

MM with cor-

sions between cells o and 3 is given by
responding notation for 7y, and Tip,.

B Dipole correction

As discussed in Section 2.2.2, care has to be taken if the
dipole moment of the charge distribution is non-zero for
periodic- or Dirichlet boundary conditions. Here we de-
rive the correction term which needs to be added to the
electric field to enforce the zero surface-charge bound-
ary condition at infinity. First observe that due to the
nature of the multipole expansion and the linearity of
electrostatics, it is sufficient to derive the term for one
particular charge configuration with a given dipole mo-
ment. Assume that there is a surface charge density of
—+o0 on the top face of the domain, and an opposite den-
sity of —o at the opposite face (see Fig. 15). This in-
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Algorithm 3 Fast Multipole Algorithm I. Construct lo-
cal expansion ¥y, . of long range contribution.

1: for all cells a=1,...,M = 8" do

2:  Construct multipole expansion ®r, o of all
charges contained in cell o
3: end for
Upward pass:
4: for all levels /=L —1,...,1 do
5. forallcellsa=1,...,M;,=8"do
6: Set Do =0
7: for all cells 5 € children(«) do
8: Dpo — Qoo+ T&eﬁx’ﬁ)@g_*_lﬁ
9: end for
10:  end for
11: end for
Downward pass:
12: for all level /=2,...,L do
13: forallcellsa=1,...,M, =8 do
14: Wy o 71(30"6)\1/4_1)5 for 3 = parent(«)
15:  end for
16: for all cells o =1,..., M, = 8" do
17: \Ifg’oé < @5@
18: for all cells § € IL(«) do
19: \Ifg’a < \Ije,a + Tl\sfia’ﬁ)@gﬁ
20: end for
21:  end for
22: end for

Algorithm 4 Fast Multipole Algorithm II. Evaluate
long- and short- range contributions to potential energy
U.
1: Set U =0
2: for all cells a=1,..., M do
3.  for all charges ¢ in cell « do
U+ 1w, (r0)
for all charges j # i in @« U Ny() do
U«—U+ %q(i)q(j)/ |r(i) — r(j)|
end for
end for
end for

4
5
6:
7
8
9:




surface charge +o0

FHr+++++++

FHr++ [+

surface charge -0

Figure 15: Charge distribution for working out dipole
correction. The primary image is shown in gray. Note
that the charges cancel at all interior interfaces, leaving
surface charges at the top- and bottom boundaries.

duces a dipole moment per unit volume of p = o. Let
#) be the potential which is induced by the primary
cell and its 26 neighbours, i.e. the near-field contribu-
tion. The corresponding far-field contribution is denoted
by ¢(°). Calculation of (M) at the point r = (x,y,2)
is straightforward, since we only need to compute the
potential generated by two oppositely charged plates of
size (3/2a)? at a distance of A = 3/2a from the origin.
The fundamental solution of the Poisson equation and
the superposition principle gives

(D)_//w U;mg (A2
//\/w— Uydmg + (A +2)?

We want to calculate the electric field E at the origin,
which is given by Taylor-expanding the total potential

o(r) = o (r) + o> (r) =

(note that due to symmetry, for this particular setup
there are no contributions which are linear in x or y).
Since the coefficient R5* = 0 of the matrix R introduced
in [29] is zero, there is no contribution to E from ¢(°°).
This implies that F can be obtained by taking the deriva-
tive of ¢(&) at the origin. The resulting surface integral
is readily evaluated to obtain

9O
=g =0
At 2 2 2\—3/2
=240 (A* + 0> + &) dn dé
—AJ—-A

47‘(’
—o0.
3

Ez+....

The same argument can be applied for dipoles pointing in
the z- and y- direction; recalling that o = p, this implies
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that the field of a vector-valued dipole density p is given
by
4
E=—p.
3 p

C Parallel Performance of stan-
dard FMM

To complement the results in [26] and since our standard
FMM implementation in itself might be of interest to oth-
ers, we compare its performance and parallel scalability
with the FFT accelerated Smooth Particle Mesh Ewald
(SPME) approach in DL_POLY 4. Here we use a config-
uration which is based on the two ion NaCl “TEST01”
[58] scenario from the DL_POLY test suite. The system
is stabilised by adding a repulsive short range Lennard-
Jones potential with a cutoff of 4A. Due to this small
cutoff the additional cost of the Lennard-Jones force cal-
culation can be neglected in the reported runtimes. The
initial configuration is a cubic lattice of alternating par-
ticle species with a lattice spacing of 3.3A. To allow a
fair comparison, for both implementations the param-
eters were adjusted such that both methods give com-
parable relative errors of ~ 1076 on the total energy of
the system; this required 10 expansion terms in the FMM
implementation. For more details on the setup and quan-
tification of errors see [50].

As for the results in Section 6.3, all runs were car-
ried out on the Intel Ivy Bridge E5-2650v2 nodes of the
“Balena” HPC facility. In contrast to the setup in Tab.
1, the FMM code was run in two modes:

e A pure MPI implementation, using distributed
memory parallelism between the 16 cores of each
node.

e A hybrid MPI4+OpenMP mode with one MPI rank
and 8 OpenMP threads per socket (2 x 8 OpenMP
threads per 16-core node).

DL_POLY was always run in pure MPI mode.

C.1 Strong scaling

To test the strong scalability we perform 200 Veloc-
ity Verlet integration steps of two systems containing
N = 10% and N = 4.0 - 10 charged particles respec-
tively. The absolute runtimes in Fig. 16 demonstrate
that the performance of our FMM implementation is in
the same ballpark as the SPME algorithm in the mature
DL_POLY code, which is approximately 3x faster. For
larger core counts our FMM implementation does not
exhibit unreasonable performance degradation; in fact it
scales slightly better that the DL_POLY code. This is
further quantified by plotting the strong parallel scala-
bility calculated according to Eq. (22) in Fig. 17. Run-
ning in MPI+OpenMP mode further increases parallel
efficiency in the strong scaling limit. For smaller node
counts, the efficiency of the hybrid approach is poorer
than a for pure MPI setup. This is because OpenMP
parallelisation introduces atomic operations not found in
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Figure 16: Strong scaling comparison between our FMM
implementation (labelled as “PPMD”) and DL_POLY
FFT based SPME method. The time per Velocity Verlet
step is shown for systems containing N = 105 (1M) and
N =4.0-10° (4M) charges.
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Figure 17: Strong parallel efficiency Eg(P; N) as defined
in Eq. (22)) of the results shown in Fig. 16.
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Figure 18: Weak scaling of the time per Velocity Verlet
step for the standard FMM implementation. Floating
numbers indicate the number of levels in the octal tree.

the distributed memory implementation. Those opera-
tions lead to reduced intra-node parallel efficiency, con-
sistent with Amdahl’s Law [59].

C.2 Weak Scaling

In the corresponding weak scaling experiment the num-
ber Nigeal = 108 of charges per node is kept fixed, while
the total number of charges N = P - Njyca increases in
proportion to the number of nodes P. Since the com-
putational complexity of the FMM algorithm is propor-
tional to N, we expect the time per FMM evaluation to
be independent of P. Fig. 18 shows the time per Veloc-
ity Verlet step for total problem sizes between N = 10°
and N = 1.28 - 10%. Due to memory inefficiencies in
non-FMM related portions of code it was not possible to
run the pure MPI implementation of the code on more
than 32 nodes, and we only report results for the hybrid
MPI+4+OpenMPI setup in this case. For each problem size
the number of levels L is adjusted to achieve optimal per-
formance. The parallel efficiency E(P; Nioca) defined
in Eq. (23) is plotted in Fig. 19. As expected, the time
per Velocity Verlet step grows only slowly as the number
of processors increases.

We refer the interested reader to [50] for a further dis-
cussion of those results.
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Figure 19: Parallel efficiency as defined in Equation (23)
for the weak scaling experiment in Fig. 18.
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