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a b s t r a c t

In this study, we applied swarm particle-like molecular dynamics (SPMD) approach to enhance
conformational sampling of replica exchange simulations. In particular, the approach showed significant
improvement in sampling efficiency of conformational phase space when combined with replica ex-
change method (REM) in computer simulation of peptide/protein folding. First we introduce the
augmented dynamical system of equations, and demonstrate the stability of the algorithm. Then, we
illustrate the approach by using different fully atomistic and coarse-grained model systems, comparing
them with the standard replica exchange method. In addition, we applied SPMD simulation to calculate
the time correlation functions of the transitions in a two dimensional surface to demonstrate the
enhancement of transition path sampling. Our results showed that folded structure can be obtained in a
shorter simulation time using the new method when compared with non-augmented dynamical system.
Typically, in less than 0.5 ns using replica exchange runs assuming that native folded structure is known
and within simulation time scale of 40 ns in the case of blind structure prediction. Furthermore, the root
mean square deviations from the reference structures were less than 2�A. To demonstrate the perfor-
mance of new method, we also implemented three simulation protocols using CHARMM software.
Comparisons are also performed with standard targeted molecular dynamics simulation method.

© 2018 Elsevier Inc. All rights reserved.
1. Introduction

Atomistic molecular dynamics (MD) method now plays a major
role in studying macromolecular systems [1] in part because the
processes involved at the experimental conditions can largely be
governed by the laws of classical statistical mechanics [2]. In
particular, it has often been used to study the internal atomic
motion [1,3], (poly)peptide and protein folding [4], transition path
sampling [5], biomolecular complexes (e.g., protein-DNA, protein-
protein and protein-ligand), free energy calculations [6] and pro-
tein structure prediction [7]. The main disadvantage of standard
MD simulation is the time and size scale limitations of the approach
in studying slow conformational motions of complex molecular
systems [8,9]. Therefore, the large time and size scale (bio)physical
phenomena will indeed require new statistical and computational
approaches in order to be studied efficiently [10,11].

Different approaches have been suggested in literature for
enhancing the search and sampling efficiency of MD simulations
(see the review in Ref. [2]). These approaches are often classified [2]
in those that are smothering or deforming the potential-energy
landscape (e.g., by smothering the energy surface [12e16], using
soft-core atoms [13], conformational flooding [17], geometrical
constraints [18], or Tsallis-like dynamics [19]), parallel tempering
(e.g., replica-exchange [20e24], multicanonical algorithms [25], or
swarm particle-like dynamics [26e28]), and coarse-graining
models (e.g., by decreasing number of interaction sites [29e38], or
using the so-called collective coordinates [39e41]). These MD
methods are often used for exploring conformation transitions (see
for example Refs. [42e47]), by enhancing the rate of barrier
crossing events either without introducing a bias, or adding bias
that can be rigorously removed a posteriori [48]. Long MD simu-
lations (from hundreds of microseconds to milliseconds time scale)
have also been achieved by computer engineering using unbiased
MD method [49,50], or developing multiple time step integrators,
such as reference system propagator algorithm (RESPA) [51e53].

Recently [27] a Swarm Particle-like Molecular Dynamics
approach has been presented for use in replica exchange mo-
lecular dynamics simulations. The main idea was to allow replicas
(representing different system configurations) communicating
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with each other through the individual and social knowledge, in
addition to considering them as a collection of real particles
interacting through the Newtonian forces. The method proved to
perform efficiently by optimizing the distribution of replicas
among the thermostats with time. In addition, ergodic conver-
gence was observed to be faster without requiring a priory
knowledge of the energy distribution among the thermostats as a
function of temperature. The main advantage of this approach in
application with replica exchange simulations is that swarm
particle-like dynamics try to pull together the replicas in
configuration phase space, increasing in this way the swapping
acceptance probability and thus improving the efficiency of al-
gorithm. Moreover, in large due to the individual and social
knowledge communications, the swarm replicas cooperatively
sample a much larger phase space by steering each other across
potential energy barriers.

The equations of motion for a system of gf degrees of freedom in
SPMD approach [27] are similar to the Langevin dynamics [54], and
they can be obtained bymodifying the Nos�e Hamiltonian HN [55] as
given by the time dependent Hamiltonian, HðtÞ:

HðtÞ ¼ HN þ 1
2

Xgf
j¼1

�
u1g1

�
qLbestj � qj

�2 þ u2g2
�
qGbestj � qj

�2�

(1)

where qLbest represents local best configuration, q, corresponding
to the lowest value of the potential energy of system at time t and
qGbest represents global best configuration corresponding to the
lowest possible value of the potential energy. u1 and u2 are two
independently uniformly distributed random numbers in the in-
terval ð0;1Þ, and g1 and g2 are scaling factors which are determined
as in Ref. [27]. The second term represents the time-dependent bias
energy added in order to augment the dynamics of the system. This
is equivalent to coupling of each system's particle to a random
force, which excessively increases the kinetic energy of the particle,
removed then by the frictional dissipation through the
momentum-dependent force as it will be shown in the Theory
Section. Bias energy term increases the probability of reaching
global minimum state faster and decreasing the amount of time
spent in locally stable minimum states has the effect of distorting
the Maxwell-Boltzmann distribution of equilibrium system [27]
(and the references therein), and therefore, proper re-weighting of
the biased trajectory to recover the kinetic properties of the real
system is particularly important.

In this study, wewill modify the equations of motion introduced
in the previous study [27] in order to maintain the Maxwell-
Boltzmann distribution of equilibrium for augmented dynamical
system. This has the advantage that allows generating simple
schemes of the re-weighting technique to calculate the Boltzmann
weights of the original dynamical system at a required temperature
T, for example, using the Weighted Histogram Analysis Method
(WHAM) [48,56], removing both the bias in temperature and en-
ergy when combined with replica exchange method. In addition, it
is preserving the detailed balance condition when approach is
combined with replica exchange method, which requires that

Ti/jPi ¼ Tj/iPj (2)

where Ti/j is the transition probability from the state i (state of
replica 1 coupled to inverse temperature b1 and 2 coupled to b2) to
state j (state of replica 1 coupled to inverse temperature b2 and 2
coupled to b1), and Pi is the (quasi) equilibrium probability of
finding the system at a state i. Here, probability Pi is sampled using
the biased potential. Thus, the acceptance probability of the
swapping two neighboring replicas, 1 and 2, assuming that they
represent independent simulations, is given by:

pacc ¼
Ti/j

Tj/i
¼ expð � ðb2 � b1ÞðUbiasð1Þ � Ubiasð2ÞÞÞ (3)

where Ubias is the bias potential energy of every replica, given as

Ubias ¼ UðqÞ þ 1
2

Xgf
j¼1

�
u1g1

�
qLbestj � qj

�2 þ u2g2
�
qGbestj � qj

�2�

(4)

where UðqÞ is the real potential energy function.
In this study, wewill also present a generalization of themethod

to any generalized collective coordinates by using the projection
operator. In addition, we present a weighting technique for calcu-
lation of ensemble averages from SPMD simulation. We validated
our method by a straightforward comparison between SPMD and
standard MD simulations of different test systems, which are
characterized by specific structure complexity. We concerned
ourselves with a difficult problem in standardMD simulations, such
as (poly)peptide and protein folding [57e59]. In addition, com-
parisons will be performed with standard targeted molecular dy-
namics simulation [60,61]. In this study, we modeled the
biomolecular systems either at coarse-grained or fully atomistic
level. The new method is also implemented in CHARMM program
[62] in order to increase usability of the technique to a broader
range of applications and systems. On the other hand, for the
coarse-grained simulations, we employed our in-house Cþþ code
[27], which is designed to perform replica exchange simulations
using Nos�e-Hoover chain of thermostats approach by coupling each
system's degree of freedom to a heat bath. Multiple time-step
integrator is used to integrate thermostats degrees of freedom. In
both cases, the algorithm of swapping acceptance probability is
given by a Metropolis scheme:

paccði4jÞ ¼ minf1; expð � ðb2 � b1ÞðUbiasð1Þ � Ubiasð2ÞÞÞg
Hence, it satisfies the detailed balance condition.
Note that this study is on the spirit of recent attempts [63] of

using accelerated molecular dynamics techniques to simulate fast
protein folding in explicit solvent environment and different force
fields. However, the main aim of our study is to investigate how
short the simulation time could be for which protein folding can be
obtained, and furthermore, to demonstrate efficiency of the
method when combined with replica exchange approach in
assessing the speed of protein folding problems using augmented
dynamical system. In addition, we will apply SPMD simulation to
calculate the time correlation functions of the transitions in a two
dimensional surface to demonstrate the enhancement of transition
path sampling.
2. Theory

2.1. Swarm particle-like molecular dynamics

For a system of gf degrees of freedomwith masses mi ði ¼ 1;/;

gf Þ, coordinates q ¼ ðq1;/;qgf Þ, and conjugated momenta p ¼ ðp1;
/;pgf Þ, the Nos�e-Hoover dynamics [55,64] of the system coupled to
a chain of thermostats [65] is defined in terms of the following
equations of motion (for i ¼ 1; 2; /; gf ):
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_qi ¼
pi
mi

;

_pi ¼ Fi � xi;1pi
_si;k ¼ xi;k; for k ¼ 1; 2; /; M

_xi;k ¼
Gi;k

Qi;k
� xi;kþ1xi;k; for k ¼ 1; 2; /; M � 1

_xi;M ¼ Gi;M

Qi;M
;

(5)

whereM is the length of the Nos�e-Hoover chain of thermostats, xi;k
and si;k are the thermostat velocities and coordinates, respectively,
ðk ¼ 1;/;MÞ associated with temperature T, coupled to ith degrees
of freedom. The thermostat forces Gi;k are given by

Gi;1 ¼ p2i
mi

� kBT ;Gi;k ¼ Qi;k�1
�
xi;k�1

�2 � kBT (6)

for ðk ¼ 2;/;MÞ. Here, kB is the Boltzmann constant, and Qi;k is the
thermostat mass (with an optimal choice as in Refs. [55,65]).

To augment the dynamics and to enhance the conformational
sampling among the replicas, a new method has been proposed
[27] based on the swarm particle-like dynamics. The idea behind
this approach is to consider in the system, in addition to the real
physical interaction forces between particles, a random force that
adds on the momentum a randomness due to the individual and
global knowledge, in a way similar to Langevin dynamics [54],
which has been used to increase the cooperative behavior of swarm
particles (which in our approach would represent configurations of
the system at different instances of time and/or replicas in replica
exchange method). Bias energy term has the effect of distorting the
Maxwell-Boltzmann distribution of equilibrium system [27].
Therefore, in this study, we will modify the equations of motion
introduced previously [27] in order to maintain the Maxwell-
Boltzmann distribution of equilibrium for augmented dynamical
system.

In particular, we rewrite the MD equations of motion by
including the randomness along every generalized collective co-
ordinate as the following (for i ¼ 1; 2; /; gf ):

_qi ¼
pi
mi

;

_qLbesti ¼ pLbesti
mi

d
�
UðqÞ<U

�
qLbest

��
;

_qGbesti ¼ pGbesti
mi

d
�
UðqÞ<U

�
qGbest

��
;

_pi ¼ Fi � xi;1pi þ
X
j¼1

m

Pij
�
g1u1

�
cLbestj � cj

�
þ g2u2

�
cGbestj � cj

��
(7)
_pLbesti ¼ �g1u1
�
qLbesti � qi

�
� xi;1p

Lbest
i

_pGbesti ¼ �g2u2
�
qGbesti � qi

�
� xi;1p

Gbest
i

_si;k ¼ xi;k; for k ¼ 1; 2; /; M

_xi;k ¼
Gi;k

Qi;k
� xi;kþ1xi;k; for k ¼ 1; 2; /; M � 1

_xi;M ¼ Gi;M

Qi;M
;

where c ¼ ðc1; c2;/; cmÞT is the collective coordinates vector and P
is the projection operator with m columns corresponding to the
3N-dimensional unit vectors of transformation from real co-
ordinates q to collective, c, such that:

cj ¼
Xgf
i¼1

Pijqi

In Eq. (7), fcLbestj gm
j¼1

represents local best collective coordinates

corresponding to configuration with the lowest value of the po-
tential energy of the system, which is attempted to be updated at

every time step t, and fcGbestj gm
j¼1

represents global best collective

coordinates corresponding to configuration of the final state of the
system, or to configuration with the lowest energy among all rep-
licas in the case of replica exchange simulation [66,67]:

cLbestj ¼
X
i¼1

gf

Pijq
Lbest
i

cGbestj ¼
X
i¼1

gf

Pijq
Gbest
i

u1 and u2 are two independently uniformly distributed random
numbers in the interval ð0;1Þ, and g1 and g2 are scaling factors
which are adjusted by trial test runs [27] to ensure the numerical
stability of integrators. In Eq. (7), d corresponds to d-like function,
such that:

d
�
UðqÞ<U

�
qLbest

��
¼
(
1; if UðqÞ<U

�
qLbest

�
0; otherwise

and

d
�
UðqÞ<U

�
qGbest

��
¼
(
1; if UðqÞ<U

�
qGbest

�
0; otherwise

Note that the augmented dynamical system, Eq. (7), is charac-
terized by an extended phase space of real variables:�
ðqi;piÞ;

�
qLbesti ; pLbesti

�
;
�
qGbesti ;pGbesti

��
; i ¼ 1/; gf

and the phase space of thermostats variables is characterized by:�
si;k; xi;k

�
; i ¼ 1;/; gf ; k ¼ 1;/;M

These equations sample an equilibrium canonical distribution in
the extended phase space of a non-physical system, characterized
by the total energy function:
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Eext ¼
X
i¼1

gf p2i
2mi

þ

0
B@X

i¼1

gf

�
pLbesti

�2
2mi

1
CAd
�
UðqÞ<U

�
qLbest

��

þ

0
B@X

i¼1

gf

�
pGbesti

�2
2mi

1
CAd
�
UðqÞ<U

�
qGbest

��
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Etot;kin

þUðqÞ þ 1
2

X
j¼1

gf �
u1g1

�
qLbestj � qj

�2 þ u2g2
�
qGbestj � qj

�2�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Ubias

þ
X
i¼1

gf X
k¼1

M
 
Qi;kx

2
i;k

2
þ kBTsi;k

!
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Ethermo

(8)

which is a constant of motion. In Eq. (8), the sum of the first three
terms represents the total kinetic energy, Etot;kin, of non-physical
system, the fourth and fifth terms give the total potential energy
including bias term, Ubias, and the last term represents the ther-
mostat energy, Ethermo. In order to obtain the Boltzmann's weights
of the equilibrium canonical distribution for the physical system,
the WHAM can be used [27,48], as explained in the following sec-
tions. The main idea of using the non-physical extended variable
phase space system is to explore metastable and rare transition
events [68] (and the references therein), or to improve the
conformation phase space sampling [19,69] (and the references
therein). The first bias term in the expression for _pi (Eq. (7)) in-
dicates the tendency to steer the system towards the configuration
with the best energy that a particular replica has visited at any
instant time t, reflecting an enhanced local basin sampling process.
On the other hand, the second bias term in the same expression
indicates the “information” shared among the replicas and their
cooperative behavior which steers them towards the best position
(corresponding to the configuration with the lowest value of po-
tential energy function among all replicas) found at any instant
time, reflecting an enhancement of barrier crossing rate. Therefore,
we can think of our biasing algorithm as a combination of two
terms, where the first bias term is acting similarly to the umbrella
sampling approach [70,71] and the second bias term behaving
similarly to steered molecular dynamics simulation approach [72],
or other approaches, such as in targeted molecular dynamics
simulation [60,61]. We hope and believe, as it will also demon-
strated with some example in the following sections, that the al-
gorithm introduced here represents an augmented dynamical
system, enhancing the transition path sampling in phase space. It
also represents an efficient sampling method in temperature space,
by increasing the swapping probability among the neighboring
replicas, which is a common problem in standard replica exchange
methods [73e77].

To show that the equations of motion preserve the detailed
balance condition, we can start by introducing the probability of
observing the trajectories for a whole path in the configuration
space assuming that the states form a Markovian chain of states as:
Pk
�
Xk
T

�
¼ exp

�� bkE
�
xk;0

��YT�1

t¼0

p
�
xk;t/xk;tþ1

�

where bk in the inverse temperature of the k-th thermostat and

Eðxk;tÞ is the total energy at xk;t , and Xk
T represents T copies of phase

space

Xk
T ¼ 	xk;0/xk;1///xk;T�1



where xk;t ðt ¼ 0;1;/; T � 1Þ are points in a 3N-dimensional phase
space. The initial time slice is canonically distributed:

rinit
�
xk;0

� ¼ exp
�� bkE

�
xk;0

��
where Eðxk;0Þ is the initial unbiased energy of the system for k-th
replica.

Here, pðxk;t/xk;tþ1Þ represents the probability of each time step
propagation, which depends on the details of deterministic dy-
namics (or stochastic, such as in Monte Carlo algorithm). Usually,
any Markovian transition probability pðxk;t/xk;tþ1Þ can be chosen,
as requirement it should conserve the Boltzmann distribution. In
our study, we have proposed as a choice for pðxk;t/xk;tþ1Þ the
action characterized by Eq. (7), which just conserves a Boltzmann
distribution of non-physical system. In the case when dynamics are
determined by the Newtonian dynamics, then

pðxt/xtþ1Þ ¼ dðxtþ1 � FDtðxtÞÞ

where d is the delta function and FDtðxtÞ represents a discrete flow
map characterizing the numerical integrator for propagation with
one time step Dt. Thus, the trajectory can be generated by sampling
initial state and propagating using Hamiltonian dynamics, and
hence, the flow map is time reversible. In the case when dynamics
are governed by Eq. (7), although, the structure is not symplectic, it
is time reversible, which can be seen from Eq. (7).

Note that for the equations motion to be time reversible, they
should preserve the formwhen time is reversed t/� t, which can
be easily shown using pð�tÞ ¼ �pðtÞ and qð� tÞ ¼ qðtÞ, hence
qLbestð�tÞ ¼ qLbestðtÞ and qGbestð� tÞ ¼ qGbestðtÞ. Moreover, although
the dynamical structure is non-Hamiltonian, there are already
numerical integrators, employed in all our calculations, which
provide time reversible flow maps, i.e., F�DtðxtÞ ¼ FDtðxtÞ. There-
fore, the condition given by Eq. (2) with probability given as
described above, satisfies the detailed balance condition. Moreover,
projection operator P depends on the position fluctuations, as such,
it does not violate the time reversibility of structure dynamics.

Note that for the clarity of exposition we are denoting, in this
study, the MD simulations with dynamics represented by Eq. (5) as
“Standard MD” and replica exchange simulations as in Refs. [66,67]
with dynamics governed by Eq. (5) as “REM:MD”. In the case when
dynamics are governed by Eq. (7), we are going to name the stan-
dard MD simulation as “SPMD”, and replica exchange simulations
as in Refs. [66,67] governed by Eq. (7) as “REM:SPMD”.

2.2. Re-weighting of ensemble averages

Modifying Eq. (5) as in Eq. (7) is the same as adding energy into
the system to increase the probability of reaching global minimum
faster and decreasing the amount of time spent in a local meta-
stable minimum [27]. This has the effect of generating the
Maxwell-Boltzmann distribution of equilibrium for a non-physical
system (see also Ref. [78]), therefore requires re-weighting of the
trajectory to recover the kinetic properties and perform ensemble
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averages using the Maxwell-Boltzmann distribution of original
physical system.

A similar scheme of the re-weighting has been suggested [27] as
in Refs. [78,79] used to calculate the Boltzmann weights of the
original dynamical system. In this approach, for the numerical
analysis, we set up K simulations with initial positions and

momenta, fðqðkÞ
0 ;pðkÞ

0 ÞgKk¼1, from an equilibrium unbiased distribu-
tion. For every biased SPMD simulation governed by Eq. (7),
frequently at regular time interval, we record system configura-
tions, let say T in total. Then, the ensemble average of any quantity
A is calculated as:*
A

+
¼
PT

t¼1
PK

k¼1A
ðkÞðtÞWðkÞðtÞPT

t¼1
PK

k¼1WðkÞðtÞ

where A ðkÞðtÞ is the value of A at time t from the k-th biased
simulation and WðkÞðtÞ is the value of biased weight at time t from
the k-th simulation defined in Ref. [27]. Note that WðkÞðtÞ includes
both, the bias due to different temperatures and the bias due to
biasing the potential, therefore, if there is no bias energy term, then
it simply considers the bias due to using different temperatures
compare to target one for each replica, which is treated as in
Ref. [48]. In practice, the summations are performed using the
WHAM [27,48].
2.3. Rate constant calculations

The rate constant can be calculated using the microscopic
approximation and fluctuation-dissipation theorem from the time
correlation function [80].

CðtÞ ¼ hhAðt0ÞhBðtÞit0
hhAðt0Þit0

(9)

where 〈/〉t0 indicates an average over an ensemble of trajectories
that are initialized from an equilibrium distribution in the phase
space. In Eq. (9), hA and hB are the population of states A and B,
respectively, given by

hAðtÞ ¼
�
1 if rðtÞ2A
0 otherwise ; hBðtÞ ¼

�
1 if rðtÞ2B
0 otherwise

CðtÞ describes the probability of finding the system at state B after
time t, if it was initially at state A. This probability increases from
0 to hhBðtÞit0 with a time dependence that is exponential after a
transient time tm, assuming that the two states A and B are sepa-
rated by a single maximum, which is modeled as:

CðtÞ ¼ að1� expð�t=tÞÞ

where t is the transition time (t[tm) and a is a constant. Note that
for tm < t≪t, we can approximate CðtÞ as

CðtÞza
t
t≡kA/Bt (10)

kA/B is the rate constant given by

kA/B ¼ a
t

The condition t > tm determines the shortest time length for the
trajectory to cross a single bottleneck. The trajectories should be
long enough to catch the linear growth of the time correlation CðtÞ.
All the trajectories collected in this waywill form the transition path
ensemble. If state B is not reached from A in typically one step, but
through one or more intermediate states, CðtÞ will not show linear
behavior after a short period of time, which can be used as a fact to
discover other intermediate states [80] (and the references
therein.)
2.4. Re-weighting of rate constants

The time correlation calculated according to Eq. (9) is related to
the exponential of free energy, which is in fact the reversible work
involved in confining the phase space trajectories initiated from A
to B at time t [79]; that is

CðtÞ ¼ expð � bDFABðtÞÞ

where FAB is the reversible work. Dynamical system characterized
by Eq. (7) represents another special time correlation function
calculated based on trajectories which involve faster compare to
non-augmenting dynamical system characterized by Eq. (5). Add-
ing bias to the original potential energy function will reconstruct a
new free-energy profile on the subspace GðcÞ extended by the
collective coordinates c, which based on the Jarzynski identity [81]
is written as [79]:

CðtÞ≡expð � bF 0ABðcÞÞ
¼
D
dðc� cðGðtÞÞÞe�bðFABðtÞ�DUbiasðcðGðtÞ;tÞÞÞE (11)

We further can write the time correlation function as:

CðtÞ ¼

Z
dG0r

0ðq0Þrðp0ÞWðqtÞhAðG0ÞhBðGtÞZ
dG0r

0ðq0Þrðp0ÞWðqtÞhAðG0Þ
(12)

¼
�
WðqtÞhAðG0ÞhBðGtÞ〉0�

WðqtÞhAðG0Þ〉0
(13)

where

WðqtÞ ¼ exp
�
bDUbiasðqtÞ

�
r0ðq0Þ is the equilibrium spacial distribution with biased potential
energy function and rðp0Þ is the equilibrium distribution of the
momenta. Here, h/〉0 denotes the ensemble average over the
equilibrium distribution with biased potential.

During the numerical analysis, we set up K simulations with

initial positions andmomenta, fðqðkÞ
0 ;pðkÞ

0 ÞgKk¼1, from an equilibrium
unbiased distribution, where each corresponds to the system being
at state A. Then, we started K simulations using these initial con-
ditions with biased potential energy function for a time t > tm. For
every simulation at any time t, we record whether the system has
visited state B or not; if state B was visited, then the accumulator
hBðtÞ is increased by one, otherwise it remains unchanged. Then,
the time correlation function is calculated as:

CðtÞ ¼
PK

k¼1h
ðkÞ
B ðtÞWðkÞðtÞPK

k¼1WðkÞðtÞ
(14)

where hðkÞB ðtÞ is the value of hB at time t from the k-th simulation

and WðkÞðtÞ is the value of biased weight at time t from the k-th
simulation.
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3. Computational methods

3.1. Coarse-grained model

We considered the coarse-grained model of a protein system. In
particular, we considered a-helical (residues 46 to 58) of Bovine
Pancreatic Trypsin Inhibitor (PDB ID 5PTI [82]). The potential en-
ergy function of this system is defined as [38].

Uðr1;/; rNÞ ¼
X
bonds

kbð[� [0Þ2

þ
X
angles

kq;1ðq� q0Þ2 þ kq;2ðq� q0Þ3 þ kq;3ðq� q0Þ4

þ
X

dihedrals

kfðf� f0Þ2

þ
X
i¼1

Nnatives X
j;ji�jj>3

Nnatives

εij

��
1� exp

�
� a

�
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ij

���2 � 1
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Nnon�natives X
j;ji�jj>3

Nnon�natives

εij

��
1� exp
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�
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ij

���2 � 1
�
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X
i¼1

N X
j;ji�jj>3

N qiqj
4pε0ε

(15)

where [0, q0, and f0 are the bond length, bending and dihedral

angles equilibrium values, respectively. Here, [0 ¼ 3:8�A, q0 for
different angles are taken from Ref. [38], and f0 are calculated
based on the initial native structure. The force constants are

kb ¼ 70 kcal mol�1 �A�2; kf ¼ 5 kcal mol�1 rad�2

and the force constants for the bending angle are determined as:

kq;1 ¼ 1
2
k1

kq;2 ¼ � 1
3ðq1 � q0Þ

ð2k1 þ k2Þ

kq;3 ¼ 1

4ðq1 � q0Þ2
ðk1 þ k2Þ

where q1, q0, k1 and k2 are given as in Ref. [38]. Nnatives is the
number of native contacts defined whenever the distance between

two coarse-grained particles is less or equal to 6:5�A. All the other
contacts are called non-native contacts. The values of εij and a for
native contacts are, respectively,

εij ¼ 6exp
�
� rmin

ij

.
2:8
�
; a ¼ 0:7

and for non-native contacts they are given as

εij ¼ 0:20708; a ¼ 0:70711

For the native contacts rmin
ij is the distance between two coarse-

grained particles from the initial native structure, and for non-
native contacts this distance is fixed at rmin

ij ¼ 9:75. The sum of

non-bonded interactions runs over all pairs which are separated by
at least 3 bonds. Here, qi and qj represent the charges of residues. In
our coarse-grained model, to Arg, His and Lys a charge of þ1 is
assigned to the coarse-grained particles and, for Asp and Glu a
charge of �1 is assigned to the coarse-grained particles. All the
other residues have a charge zero. ε represents the dielectric effects
of the solvent environment and it has been taken ε ¼ 4.

In this study, we coupled 11 independent replicas with 11
thermostats at different temperatures in the interval from 100 to
600 K distributed according to the geometric progression. We used
the first 104 steps for equilibration, and collected the data for
further 106 steps by saving the configuration snapshots every 50
steps. The swapping attempts were performed every 5 time steps,
and the integration time step was 5 fs. Here, we used a temperature
coupling of the scaling constants, g1 ¼ g2 ¼ 0:2=kBT , in order to
control the magnitude of bias potential energy among the replicas.
In particular, to avoid large distortion from theMaxwell-Boltzmann
distribution for high temperature replicas.

3.2. Atomistic models

In this study, we also considered four biomolecular systems
described by atomistic models. For these models, SPMD algorithm
is implemented in CHARMM software [62] using the package
available numerical integrators. In all our simulations we used the
implicit model for the solvent with EEF1 force field [83], which
combines CHARMM19 force field with an excluded volume implicit
solvation model. We used four different systems for testing the
method. First system is the B fragment of staphylococcal protein A,
which is a sequence of 46 amino acids characterized by three he-
lices, as reported from experimental NMR solution and X-ray
crystal data (with PDB ID 1BDD [84]). The other systems include,
respectively, an a-helix peptide, which includes residues 46e58 of
the bovine pancreatic trypsin inhibitor from experimental X-ray
crystal structure (represented by PDB ID 5PTI [82]) and b-sheet
peptide, which includes the residues 41e56 of the C2 fragment of
streptococcal protein G (PDB ID 1FCC [85]). The last systemwas the
C2 fragment of protein G composed of 56 amino acids as seen from
experimental X-ray crystal structure (with PDB ID 1FCC [85]).

All our initial structures were prepared using CHARMM-GUI, a
web-based graphical interface for CHARMM [86]. Then, the initial
structures were minimized using Conjugated Gradient module of
CHARMM for 10000 steps in gas phase by keeping fixed all heavy
atoms and allowing the hydrogen atomsmoving. Coordinates of the
structures obtained at the end of minimization are used as qGbest

coordinates, in the case of ”Protocol 100 and ”Protocol 200 described
in the ”Results and discussion” Section.

EEF1 is setup using the atomic solvation parameters as in
Ref. [87] and CHARMM19 force field with specific modifications for
non-bonded interactions as implemented in CHARMM [83].
Equilibration continued for 2000 steps of minimization using
Steepest Descent method, followed by Conjugated Gradient and
Adopted Basis Newton-Raphson methods for another 2000 steps
each, allowing now all atoms moving. A heating/cooling task was
then setup using velocity Verlet algorithm in CHARMM for 20 ps.
Each system was first heated up to 1510 K, starting from 10 K, for
15 ps, then it was cooled down for another 15 ps to 300 K. During
this task a completely unfolded structure was generated for each
system, which then was further equilibrated for 20 ps at constant
(N; V ; T) conditions using Nos�e-Hoover chain of thermostats dy-
namics with chain lengthM ¼ 3, solved numerically using velocity-
Verlet integrator [88] (VV2 module in CHARMM [89]). All bonds
involving hydrogen were constraint using the SHAKE algorithm

[90], and a group based cutoff of 12�A was used for long-range in-
teractions. A switching functionwas used for both electrostatic and

van der Waals interactions between 11�A and 12�A, and a distance
dependent dielectric constant was used for solvent. The time step
of numerical integration was 2 fs.

We applied three different protocols in the production run for



Fig. 1. A two-dimensional colormap of the potential energy function model. The po-
tential is characterized by four minimum states, labeled as I, II, A and B. Contour lines
correspond to 0:5kBT (in Kcal mol�1). Dotted points represents a few snapshots saved
from the SPMD simulation as illustration. Transitions are observed between all mini-
mum states.
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each system. In the first protocol, we used a single Nos�e-Hoover
chain of thermostats at T ¼ 300 K, and for qGbest we used the native
X-ray crystal structure coordinates after added hydrogen atoms
were optimized to their best position by performing an energy
minimization, which was fixed at the beginning of simulation for
every system studied here.

In the second protocol, a replica exchange simulation was
established using ENSEMBLE module in CHARMM, and qGbest were
also fixed at the native X-ray crystal structure coordinates at the
beginning of simulation for every system (after added hydrogen
atoms were optimized to their best position by performing an en-
ergy minimization). In our simulations, we employed four replicas
for each system investigated here, coupled to four different ther-
mostats kept at temperatures 280 K, 300 K, 320 K, and 340 K,
respectively. Trajectories of 1 ns in length are used for data analysis,
with coordinates recorded at every 0.4 ps collected from each
temperature. In this protocol, only backbone atoms were selected
to be biased as in Eq. (7).

In the third protocol, similarly to the second protocol, a replica
exchange simulation was employed using ENSEMBLE module in
CHARMM, but qGbest were updated every time step corresponding
to coordinates of configuration with the lowest value of potential
energy among all replicas, performing in this way a blind prediction
of protein structure. In this protocol, we doubled the number of
replicas and thermostats associated with them to eight, where the
thermostats were kept at temperatures 280 K, 300 K, 320 K, 340 K,
360 K, 380 K, 400 K and 420 K, respectively. Trajectories of 40 ns in
length are used for data analysis from each temperature, with
Fig. 2. The trajectory of potential (Ubias) and kinetic energy (Etot;kin) of the non-physical s
ensemble with a time step of Dt ¼ 0:001 ps: (A) Block averages over 1000 blocks and (B) t
coordinates recorded at every 2 ps. On the other hand, in this
protocol, all heavy atoms were selected to be biased as in Eq. (7).

In all our three simulation protocols, the constants g1 and g2
were fixed at values 0.01 and 0.1, respectively, after some trial test
runs. The configurations of neighboring replicas were swapped
regularly at every 100 steps.

4. Results and discussion

4.1. Two dimensional surface model

As the first test model system, we considered a particle moving
in a two dimensions spatial space characterized by the following
potential function [4] (and the references therein):

Uðx; yÞ ¼ �4exp
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The potential function exhibits four stable minimum states: A at
point ð�4;0Þ and B at ð4;0Þ, and the intermediate states I at point
�3; 245

�
and II at point


1
2;

16
5

�
, as shown in Fig. 1. Thus, the two

deep minimum states A and B are connected by one channel, which
contains two less pronounced minimum metastable states, I and II.

In our simulations, the mass of particle moving under the above
potential ism ¼ 1 amu. The initial positionwas randomly chosen in

a square of side 20�A with origin of the coordinate system at the
center of square, and the initial velocity was chosen according to
theMaxwell-Boltzmann distribution at temperature T ¼ 300 K. The
time step was fixed at Dt ¼ 0:001 ps. First, we checked the stability
of algorithm by monitoring the extended total energy, which is a
constant of motion. Initially, we run fixed number of particle N,
ystem of a particle moving in a two dimensional potential energy surface using NVE
he first 50 blocks. The length of each block is 1000 MD steps.



Fig. 3. The trajectory of energy decomposition for the non-physical system, and thermostat total energy for a particle moving in a two dimensional potential energy surface using
NVT ensemble with a time step of Dt ¼ 0:001 ps and thermostat chain length of M ¼ 3: (A) Block averages over 1000 blocks of Ubias þ Etot;kin; (B) Instantaneous values of Ubias and
Etot;kin. The length of each block is 1000 MD steps.

H. Kamberaj / Journal of Molecular Graphics and Modelling 81 (2018) 32e49 39
volume V, and total energy E ensemble simulation, which corre-
sponds to Hamiltonian dynamical system, with total energy (which
equals the extended Hamiltonian) of non-physical system given by:

Hext ¼
X
i¼1

gf p2i
2mi

þ

0
B@X

i¼1

gf

�
pLbesti

�2
2mi

1
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�
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�
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�2�

(17)

with gf ¼ 2. Hext represents a constant of motion. Hext as a function
of MD time step is shown in Fig. 2(A) using block averages with
length of 1000 MD steps. Indeed, our results show that Hext is
constant during the course of SPMD simulation run (see also
Fig. 2(A)). We also compared the instantaneous fluctuations of the
total potential, Ubias, and extended kinetic energy of non-physical
system, Etot;kin, which are shown in Fig. 2(B). Interestingly, our
data indicate that fluctuations of potential and kinetic energy
Fig. 4. Probability distribution of particle's velocity projections (A) along x-axis and (B) y-
energy surface. Dashed lines represent analytical curves calculates using Maxwell-Boltzman
calculated and analytical distributions are shown.
cancel each other yielding a constant total energy.
We also run SPMD simulation at constant N, V and temperature

T ensemble, and monitored the trajectory of total extended energy,
Etot (see Eq. (8)). It is expected that the fluctuations of total energy,
Ubias þ Etot;kin, and thermostat energy, Ethermo, to cancel each other,
such that Etot remains constant during the simulation. Indeed, our
results, shown in Fig. 3, indicate that total extended energy, Etot, is a
constant of motion. It is worth noting the jump in total energy
Ubias þ Etot;kin (see Fig. 3(A)), which indicates a transition to lower
energy states. An explanation of this finding is that during this
transition an amount of energy is added to system in the form of
kinetic energy, expressed by the second and third terms in Eq. (8),
which is released to the bath, by increasing Ethermo, in order to
maintain a constant total energy Etot, keeping in this way temper-
ature of the system equal to target T. This is also demonstrated in
Fig. 3(B), which shows trajectories of Etot;kin, Ubias, and Ubias þ
Etot;kin. As expected, our results show that Etot;kin is constant, and
Ubias exhibits a transition to a lower value of energy.

In addition, we calculated the probability distribution of pro-
jections of particle's velocity along the x and y axes, and compared
the results with Maxwell-Boltzmann distribution at target tem-
perature T ¼ 300 K. Results are shown graphically in Fig. 4, along
with c2 and correlation coefficients between the two distributions.
It is worth noting that c2 values for both projections are small
indicating that, with a 95% confidence level, distributions obtained
from SPMD data correspond to the Maxwell-Boltzmann, as also
expected from our theoretical considerations of dynamics governed
by Eq. (7). Moreover, a very high correlation is obtained between
axis using SPMD simulation run for a particle moving in a two dimensional potential
n distribution at T ¼ 300 K. In addition, the c2 and correlation coefficients between the



Fig. 5. Time correlation functions for different transitions, as depicted in each plot, for the two dimensional potential energy surface model using re-weighting techniques given by
Eq. (14). All simulations are performed at temperature 300 K, mass of particle is 1 amu, total number of trajectories is 5� 105, starting from different initial conditions of the
unbiased simulation in the product region. Time step is 0.001 ps, and the block averages are performed every 1000 steps. The straight fitting lines given by Eq. (10) are also shown.
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the calculated and analytical distribution, with a Pearson correla-
tion coefficient of R ¼ 0:98.

To compute the time correlation functions, we generated
5� 105 trajectories, starting from different conditions in the
product region. Initial particle positions and velocities for each
trajectory were generated using an unbiased simulation at tem-
perature 300 K. Each time that the system visited one of the four
possibleminimum states, the global best position qGbest was chosen
randomly with equal probability between three other minimum
positions. While qLbest was updated every time the system visited a
new positionwith lower potential energy. After omitting the part of
correlation function corresponding to the transient time, the rate
constant is calculated using a least-squares regression of CðtÞ.

Fig. 1 shows, as an illustration, the distribution of configurations
as a scatter points in the two-dimensional potential energy surface
with contour lines drawn every 0:5kBT step. The positions of four
minimum states are also indicated on the figure. Our results show
that the system is able to visit all the minimum states, and
Table 1
Rate constants for the transitions A/I, A/II, A/B, B/I, B/II,
and B/A.

Transition Rate constant ðps�1Þ
A/B 0:00076±0:00020
A/I 0:0066±0:0004
A/II 0:0071±0:0009
B/A 0:00060±0:00030
B/I 0:00069±0:00035
B/II 0:0011±0:0002
moreover, the transition from A to B is obtained via a single channel
containing the two intermediate states I and II.

Fig. 5 presents the time correlations of the transitions A/I,
A/II, and A/B shown in Fig. 5 (A-B), and the transitions B/I,
B/II, and B/A shown in Fig. 5 (C-D). Our results show that the
rate constants of the transitions A/I and A/II have similar values,
as also indicated from Fig. 5 (A) where the fitting curves are almost
parallel to each other. The values of rate constants for these two
transitions are shown in Table 1 along with their statistical error.
The rate constant of the transition A/B is about 10 times smaller
(see Fig. 5 (B) or Table 1), indicating that this transition is slower
compare to the transitions A/I and A/II. Moreover, these results
show that states I and II serve as intermediate states for the tran-
sition A/B.

On the other hand, the constant rates of the transitions B/A
and B/I have comparison values and smaller than the transition
B/II, as indicated in Fig. 5 (C-D) and Table 1. This result indicates
that the transitions from B/A use the state II as an intermediate
metastable state.

The complete data set used for evaluation of the A/B and B/A
transitions and performing the statistics are shown in Fig. 6A and B,
respectively, as unweighted scatter points.
4.2. Coarse-grained model

For the coarse-grained model, results of our study show that the
system exhibits a folding/unfolding phase transition at T ¼ 293 K,
and hence, it is considered to be a good test system for comparing
the methods. This is also confirmed from our simulations, where a



Fig. 6. Unweighted scatter data points used to calculate the time correlation functions of different transitions for the two dimensional potential energy surface model from the
simulations at temperature T ¼ 300 K. (A) For 5� 105 trajectories starting from different initial conditions at state A. (B) For 5� 105 trajectories starting from different initial
conditions at state B.

Fig. 7. Total energy (bottom) and specific heat (top) plotted versus temperature for the coarse-grained model of a-helix as obtained by REM:SPMD (left) and REM:MD (right)
simulations. WHAM is used to obtain the statistical averages and standard deviations at the desired temperature by analyzing data from all replicas.
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discontinuity in internal potential energy and heat capacity is
observed at this temperature, as shown in Fig. 7 (left) for a-helix
from REM:SPMD simulations. On the other hand, REM:MD simu-
lations fail to identify the transition temperature from folded to
unfolded state. Our interpretation of these discrepancies is related
on efficiency of each method in minimizing the time for a full
round-trip that each replica needs between the two extreme states,
which represent replicas with the lowest and highest tempera-
tures. In REM:MD approach, the replicas with lower temperatures
(T <293 K) are not able to exchange with those at higher temper-
atures (T >293 K), and vice-versa. This has in general been
observed for the systems with temperature dependent heat ca-
pacity [91]. WHAM is used to obtain the statistical averages and
standard deviations at the desired temperature by analyzing data
from all replicas.
4.3. Atomistic model

4.3.1. Protocol 1
In this protocol, we run MD simulations, separately, for two

systems, the a-helix and b-sheet, by coupling each to a single chain
of thermostats at temperature 300 K to adjust the temperature of
each system during the simulation runs. To assess the convergence
of algorithms, we calculated the root mean square deviation (rmsd)
according to formula

rmsd ¼
 
1
N

XN
i¼1

ðriðtÞ � rið0ÞÞ2
!1=2

where riðtÞ is the position vector of atom i at time t, and rið0Þ is the
corresponding position vector in reference structure. The sum runs
over all N atoms of the structure selected for calculation. The rmsd
is measured after removing the overall rotation and translation
motions by performing a least-square fitting to reference structure



Fig. 8. The rmsd (in Å) of simulation trajectory snapshots from the reference structure for a-helix (A) and b-sheet (B). Inset are shown the 3D overlaps between the reference
structure and simulation conformation with the lowest value of rmsd. In addition, the initial structures of our simulations for each system are shown as depicted at t ¼ t0 for (A) a-
helix and (B) b-sheet. 3D plots are created using VMD [92].
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[3]. We considered, for both, fitting and rmsd calculations, only the
backbone atoms. All the calculations were performed using rmsd
routine of VMD program [92]. Results of rmsd (in Å) are plotted in
Fig. 8. It is apparent from our results that SPMD simulations have
lower rmsd compare to standard MD, and this is consistent for both

systems. Moreover, it can be seen that convergence (between 0:5�
1:0�A for a-helix and between 1:0� 2:0�A for b-sheet) of the rmsd is
obtained in the first 100 ps for SPMD simulation, as presented in
Fig. 8. On the other hand, for standard MD simulations the rmsd

varies in the range from4:0�A to 6:0�A, and the convergence is about
5e6 times slower compare to SPMD simulations (see also Fig. 8). In
addition, we have showed the overlaps between reference struc-
ture and the one obtained from each simulation corresponding to
the lowest value of rmsd. Plots, shown inset in Fig. 8, are created
using visual molecular dynamics (VMD) program [92]. It can be
seen that the folded secondary structures, consistent with refer-
ence ones, are obtained during SPMD simulations for both systems,
in contrast, the results of standard MD runs show that structures
with the lowest value of rmsd are significantly different from
reference structures.We have also shown the initial structures used
in our simulations for each system.

For sake of comparison, we have also performed TMD simula-
tions [60,61] for a-helical and b-sheet structures. The reference
structure as determined above are used as target configuration for
each system. Here, we used the TMD method as implemented in
CHARMM program [62]. Note that in TMD, the holonomic con-
straints are applied to reduce the root mean square deviationwith a
Fig. 9. Comparison of the rmsd from the reference structure (in Å) of simulation trajectory
TMD simulations were performed at different speeds characterized by d ¼ 0:0001; 0:0002
preferred target configuration at each MD step. The results of rmsd
calculated using SPMD and TMD method, respectively, versus the
MD time step are shown graphically in Fig. 9. The quantity d,
depicted in Fig. 9, denotes the root mean square increment at each
MD step, which also determines the speed of convergence, and
hence the slope of the rmsd curves in our plots (see Fig. 9). The
rmsd of TMD method is shown for different values of d, and the
dynamics are forced to stop when a rmsd of 0.5 Å from the target is
reached in all cases. As expected, the target structure is reached
faster as the speed d increases for both systems (see also Fig. 9A and
B). Interestingly, for the values of d chosen in this study
(d ¼ 0:0001; 0:0002 and 0.0005) the convergence to the target is
comparable in both approaches, TMD and SPMD, in particular for
large values of d. It is worth noting that in TMD, the full configu-
ration space is restricted due to the constraints allowing themotion
to a restricted subspace of extended configuration space. Moreover,
the constraint forces, in general, may not satisfy the restriction that
no net virtual work is done by the forces of constraint for any
possible virtual displacement, except for the cases when the virtual
displacement is in direction perpendicular to the constraint forces.
Therefore, the system may be driven out of the equilibrium dy-
namics, and hence the pulling may have to be really slowly, in
practice, depending also on the system, in order to avoid any
distortion from equilibrium dynamics.
4.3.2. Protocol 2
In the second protocol, we run replica exchange simulations

using both REM:MD and REM:SPMD algorithms with fixed global
snapshots obtained using SPMD and TMD methods for a-helix (A) and b-sheet (B). The
, and 0.0005 [60] as implemented in CHARMM program [62].



Fig. 10. Secondary structures of the reference structures (left) and of trajectory snapshots obtained from replica exchange simulations using REM:SPMD (middle) and REM:MD
(right) approaches. (a) a-Helix; (b) b-sheet; (c) B fragment of protein A (PDB ID 1BDD); (d) C2 fragment of protein G (PDB ID 1FCC). The secondary structures are calculated using
STRIDE program [93] implemented in VMD [92]. A color bar of secondary structures is also shown according to structure color assignment in VMD. (For interpretation of the
references to color in this figure legend, the reader is referred to the Web version of this article.)
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best positions to reference structures. In Fig. 10, we present the
secondary structures explored from all replicas visiting thermostat
at T ¼ 300 K. The results are shown for four systems characterized
by different complexity in secondary structures, respectively, a-
helix (Fig. 10a), b-sheet (Fig. 10b), B fragment of protein A (Fig. 10c)
and C2 fragment of protein G (Fig. 10d). In addition, the secondary
structures from the reference coordinates are also shown in Fig. 10
(left) for each system (Fig. 10a-d). The trajectories were analyzed
using STRIDE program [93] as implemented in VMD package [92]. It
is apparent from our results that after 0.5 ns, during REM:SPMD
simulations we obtained the folded state with a secondary struc-
ture pattern very similar to the reference structure, which becomes
a stable state after 0.5 ns, as shown in Fig. 10aed (middle). On the
other hand, straightforward REM:MD simulations show that there
exists a high barrier to folding state which is preventing the system
for a transition from unfolded to a folded state in an accessible
simulation time scale, as it can be observed by comparing sec-
ondary structures of REM:MD simulations with reference structure
from Fig. 10aed (right). These results indicate that REM:SPMD
approach is capable of sampling efficiently the local basins and,
additionally, enhancing conformational transition sampling. Our
results are consistent for all four systems investigated in this work
despite the different characteristics in their secondary structures.

To further demonstrate the efficiency of REM:SPMDmethod, we
also calculated the rmsd (in Å) for each simulation using only the
trajectory snapshots of all replicas visiting the thermostat at tem-
perature T ¼ 300 K, and show the results graphically in Fig. 11. It
can be seen that rmsd in REM:SPMD simulations converges to the

smallest value observed of 0:87�A for a-helix, 0:70�A for b-sheet,

1:51�A for B fragment of protein A and 1:60�A for C2 fragment of
protein G. Interestingly, on the other hand, in REM:MD simulations
we have observed a rmsd stabilized between 4.0 and 6.0 Å for a-

helix and b-sheet, and larger than 9:0�A for B fragment of protein A
and C2 fragment of protein G, indicating that the system is probably
trapped into some metastable state being unable to reach the fol-
ded state in an accessible time scale for simulations we conducted
in this study.

In addition, to enhance our understanding of the REM:SPMD
approach efficiency, we have created plots of 3D structure overlaps
between configurations with the smallest value of rmsd and
reference structures for bothmethods. The graphs are presented for
all four systems studied here in Fig. 12. Moreover, we have also
shown the initial structures used for each simulation. From our
results it is apparent that REM:SPMD out performs REM:MD in that
for all systems shown here the obtained folded configurations have
the same structure features as native X-ray structure. These results,
further indicate that during REM:SPMD simulation the local basins
are efficiently sampled, in addition, swarm replicas cooperatively
sample more phase space by steering each other across potential
energy barriers.

One of the problems in MD simulations of complex molecular
systems is the sampling of the phase space [9]. It has been proposed
elsewhere [94] an estimation of the simulation length needed to
guarantee that ergodic hypothesis is satisfied, by introducing the
following quantity:

EðtÞ ¼ 1
Nbins

XNbins

i¼1

�
Að1Þ
i ðtÞ � Að2Þ

i ðtÞ
�2

(18)

where AðjÞ
i is the value of any macroscopic property of the system

(e.g., the potential energy) from the j-th trajectory at the bin i, Nbins
is the total number of histogram bins, and t is the simulation time. If
the system is ergodic, then EðtÞ decays to zero as 1=Dt, where D is
the generalized diffusion constant and t is a time scale for self-
averaging in the simulation. Moreover, the decay of ergodic mea-
sure to zero at long times is a necessary condition for the calculated



Fig. 11. The rmsd (in Å) of replica exchange trajectory of snapshots from reference structures obtained from REM:SPMD and REM:MD simulations. (a) a-Helix; (b) b-sheet; (c) B
fragment of protein A (PDB ID 1BDD); (d) C2 fragment of protein G (PDB ID 1FCC). For each system, the simulations started from the same unfolded conformation.

Fig. 12. 3D structure overlaps between configurations from trajectory of snapshots with the lowest value of rmsd (in light blue color) and reference structure (in blue color). In
addition, the initial structures of the replica exchange simulations are shown (in green color). The plots are created using VMD [92]. (a) a-Helix; (b) b-sheet; (c) B fragment of protein
A (PDB ID 1BDD); (d) C2 fragment of protein G (PDB ID 1FCC). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this
article.)
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average properties to correspond with equilibrium thermodynamic
averages. In this work, we calculated the ergodicity measure of the
potential energy for the four systems presented here, and show the
results graphically in Fig. 13, using both methods, REM:MD and
REM:SPMD. In all simulations trajectories started from different
initial conditions and completely unfolded states, and EðtÞ was
calculated from the contributions of all replicas. It can be seen that
EðtÞ goes faster to zero in REM:SPMD than in REM:MD; therefore,
this is an indication that the sampling in REM:SPMD is more effi-
cient than in REM:MD.

4.3.3. Protocol 3
In the third protocol, we run replica exchange simulations using

both REM:MD and REM:SPMD algorithms with global best



Fig. 13. The potential energy variance between two independent trajectories (see Eq. (18)) as a function of the simulation time obtained from REM:SPMD and REM:MD runs for (a)
a-Helix; (b) b-sheet; (c) B fragment of protein A (PDB ID 1BDD); (d) C2 fragment of protein G (PDB ID 1FCC). The data from all replicas are used to construct the histograms of
potential energy.
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positions updated every time step to the configuration with the
lowest value of potential energy among all replicas. Note that this
protocol would correspond to a “blind” prediction of the reference
folded structure as very recently reported in literature [7]. Here, we
run eight replicas associated with eight thermostats at tempera-
tures 280, 300, 320, 340, 360, 380, 400, and 420, respectively. Every
replica trajectory was 40 ns long with configurations recorded at
every 2 ps. Results are shown graphically in Fig. 14. First, we show
the free energy contour map versus the rmsd (Å) and radius of
gyration Rg (Å) of the a-helix using REM:SPMD (left) and REM:MD
(right) methods, weighted using WHAM at the temperature
T ¼ 300 K and collected for 320 ns (from all replicas). The rmsd and
Rg are both calculated using corresponding routines in VMD [92].
The energy scale is in units of kBT . The red regions denote areas not
visited during the course of simulations. Letter U denotes the
unfolded state, F the folded state and M a metastable state. Our
results indicate that in REM:SPMD simulations the complete folded
state is accessible within simulation time scale presented here, and
interestingly, both unfolded and folded states are visited during
simulations. On the other hand, as shown in Fig. 14 (top, right), in
REM:MD simulations the system is trapped into a metastable state
(almost the entire simulation time), which is identified as b-sheet
like structure. Importantly, this is also confirmed by further analysis
of the secondary structures of trajectory snapshots shown in Fig. 14
(bottom) using both methods for a-helix. It is apparent from our
graphs that a-helical structure is quite stable secondary structure in
REM:SPMDmethod, and on the other hand, in REM:MD runs the a-
helix is not accessible within this time scale, moreover, it can be
seen that b-sheet secondary structure observed in our simulation is
confirmed to be a metastable state.

An explanation of the above findings is related with possibility
of system getting trapped into some local minimum, as is in the
case of REM:MD simulations. This could happen because the high
temperature replicas do not swap frequently with the ones at lower
temperatures. To show this, we calculated the probability distri-
bution of every replica among the thermostats. Our results indicate
that the REM:SPMD simulation performed better on optimizing the
distribution of replicas among the thermostats with time, as pre-
sented by plots shown in Fig. 15. Clearly, almost flat probability
distributions are obtained from REM:SPMD run, and on the other
hand in the REM:MD simulation run, the higher temperature rep-
licas experience high barriers on the way to lower temperatures,
and vice-versa, decreasing the possibilities for upper and lower
temperature replicas to exchange. It is apparent from our test
example that REM:SPMD provides a good Monte Carlo sampling
method in the temperature space.

It is also worth noting that in all our analysis the global mini-
mum of the potential energy function is assumed to coincide with
the structures obtained from X-ray experiments, after optimizing
the positions of missing hydrogen atoms. This may create artefacts
on the simulations using method introduced here, since, in general,
the minimum of the potential energy function is a force field
dependent problem and may not necessarily be obtained at the
position of the experimental structure coordinates. This is partic-
ularly important in the case of ”Protocol 100 and ”Protocol 200,
investigated here, where it is assumed that the global best config-
uration is taken from X-ray structure, and hence it also represents
the global minimum of potential energy function. However, we
think that in these cases, the global minimum will eventually be
one of the so-called here ”local best position”, and the presence of
the third term in Eq. (7) allows efficient sampling of this region of
the configuration phase space, as demonstrated above, although it
does not represent the target structure in simulation. Therefore, the
ability of sampling the local regions as well as being enforced to
reach the target configuration makes this method (SPMD) more
efficient than the other standard methods discussed here, since



Fig. 14. (Top) Free energy contour map vs the rmsd (Å) and radius of gyration Rg (Å) of the a-helix from REM:SPMD (left) and REM:MD (right) methods, weighted using WHAM at
the temperature T ¼ 300 K and collected for 320 ns. The energy scale is in units of kBT . The red regions denote areas not visited during the course of simulations. (Bottom) Secondary
structures of trajectory snapshots obtained from replica exchange simulations using REM:SPMD (left) and REM:MD (right) methods for a-helix. The secondary structures are
calculated using STRIDE program [93] implemented in VMD [92]. A color bar of secondary structures is also shown according to structure color assignment in VMD. (For inter-
pretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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SPMD allows in this way sampling all directional degrees of
freedom of the system.

In the case of ”Protocol 300, the global minimum is not assumed
to be known a priory, and these artefacts are no longer present.
However, in our analysis above there may be expected some dis-
crepancies when comparisons are made with X-ray structures,
which may not characterize the structure coordinates of the global
minimum of potential energy function. This can also be supported
by the fact that a-helical structure is only a part of the complete X-
ray structure, as such it does not represent an experimental
configuration in itself. Therefore, the rmsd and/or Rg values of a-
helix may not be the same with those values of a-helix as a part of
protein, as predicted by X-ray experiment, in particular, the ter-
minal regions. Nevertheless, our results are interesting, because the
folded helical and unfolded structures are regularly observed dur-
ing the simulation run.

It is interesting to note that the method introduced here may
also be efficient in studying large scale conformation transitions in
proteins in time scales that are not accessible using standard MD
simulations, in particular, when the structures of these conforma-
tions are known, similar to some applications of TMD method [61].
These could also include cases whenmore than one target structure
is known for the system. For instance, using the approach of the 2-D
potential energy surface model, where the switching between the
target configurations can be performed during the simulations, in
order to setup qGbest, with equal probability each time that one of
the target configurations is observed. In addition, the form of Eq. (7)
allows accelerating the transitions of barriers along the specified



Fig. 15. Probability of finding every replica at a thermostat position (in percentage) during the course of simulations for REM:SPMD run (left) and REM:MD run (right).
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reaction coordinates for an efficient construction of free energy
landscape in the reduced phase space of essential degrees of
freedom [95].

A limitation of the method discussed here includes the study of
time correlations between different conformations, which are
separated by a large number of barriers, in particular for rough
energy landscapes. In this case, to avoid the limitations, we will
have to tune the parameters involved on the equations of motion,
such as g1 and g2, which will in practice adjust the speed of the
convergence towards the target structures and the smoothness of
energy landscape. During the fast transitions between the confor-
mations the long time scale kinetics may be recovered, and so do
the time correlations between the low frequency modes, however,
the short-time correlations between the high frequency modes can
not be recovered because of the lack of the information obtained
from the dynamics of these modes. Therefore, theoretically, one
have to adjust these discrepancies by tuning the parameters g1 and
g2.

Furthermore, if the simulations are faster accelerated to over-
come energetic barriers ignoring in this way some ranges of fre-
quency motions, which happens for high values of g2, in particular,
then Ubias term will take a wide range of values (eventually, some
will have large values), and hence, the re-weighted averages will be
dominated by a few terms corresponding to the structures with
high values of Ubias assuming that we have a finite number of
samples from the simulation. This can be considered as a statistical
pitfall on performingWHAM analysis, which results in reduction of
data entry from MD simulations, and hence high degree of accel-
eration may yield a poor statistical accuracy on calculations of
statistical errors, in particular. To avoid this, one can think of
varying the degree of acceleration among the replicas aswell. In our
approach this can be easily introduced, as also been done in our
study of coarse-grained potential model, by introducing tempera-

ture dependent constants, such as g1 ¼ g
ð0Þ
1 =kBT and g2 ¼ g

ð0Þ
2 =kBT ,

with g
ð0Þ
1 and g

ð0Þ
2 being two adjustable parameters. Moreover, to

reduce the energetic noise due to the statistical inefficiency, more
sophisticated methods can also be considered, for example, by
calculation the Boltzmann's factors as Maclaurin series of the boost
potential Ubias, which has already been discussed in the literature
[96].

5. Conclusions

In this study we presented a new approach based on swarm
particle-like dynamics, characterizing an augmented dynamical
system, which can be used in molecular dynamics simulation to
enhance the transition path sampling in phase space, by improving
the efficiency of local basins searching and increasing the barrier
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crossing rate.
The main advantages of our method is that does not require a

priory knowledge of the energy distribution among the thermostats
as function of temperature when applied to standard replica ex-
change method, and in addition does not require any knowledge of
potential energy landscape.

The new method presented in this study out performed the
standard replica exchange approach on capability of folding faster
the proteins to minimum energy state for all systems investigated
here. In addition, the new method (REM:SPMD) was capable of
optimizing the probability distribution of replicas among the
thermostats, minimizing in this way the time for a full round-trip
from the lowest to highest temperature.

Our results indicated that in less than 0.5 ns we could fold
proteins of 46 and 56 amino acids to native X-ray structure starting
from a completely unfolded state with the new approach presented
in this study, assuming that native folded structure is known.
Furthermore, in employing protocol three we performed a blind
prediction of the folded state of the a-helix structure. Our results
indicated that REM:SPMD method was able to predict the folded
structure within simulation time of 40 ns with a minimum rmsd

less than 2:0�A.
Our method shown in this study demonstrated comparable

results with more standard methods shown in the literature, such
as TMD approach [60,61].

In this study, we showed that calculations of the thermody-
namic averages can be solved by enhancement of the conforma-
tional sampling using a statistical ensemble corresponding to
nonphysical dynamical system. Then, using proper re-weighting
technique, we showed how to recover the Boltzmann weights of
physical dynamical system. Furthermore, we demonstrated for a
two dimensional surface that it is possible to exactly calculate the
kinetic properties of the physical system undergoing Nos�e-Hoover
dynamics. Moreover, we showed stability of the algorithm in terms
of energy conservation.

In addition, we think that the method can be combined with
already existing methods used to enhance the conformational
search to further improve the sampling efficiency, particularly, in
temperature phase space of replica exchange approaches [73e77].
Moreover, the approach introduced here can be used to allow
accelerating the transitions of barriers along the specified reaction
coordinates for an efficient construction of free energy landscape in
the reduced phase space of essential degrees of freedom.
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