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The Poisson-Boltzmann equation and its application to 
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The validity of the Poisson-Boltzmann (PB) equation is reconsidered on the basis of functional expansion 
techniques supplemented by the mean spherical approximation. In the application of greatest interest a 
strong Coulomb potential originating in an external source, such as a polyelectrolyte molecule, acts on a 
salt solution of small mobile ions. Where the local charge density of mobile ions is high, substantial errors 
may occur in the PB approximation that relates charge density to mean potential. However, the solution 
to the PB equation is nevertheless a good approximation in the indicated application because a quite small 
percentage change in the electrostatic potential can compensate large errors in the Boltzmann distribution. 
An application to DNA illustrates this compensation, and also its impending failure at bulk salt 
concentrations in excess ofO.1M. A two phase (or condensation) model is derived as an approximation to 
the PB equation and retains fair accuracy even at substantial saIt concentrations, where the limiting laws 
lose theoretical validity. 

I. INTRODUCTION 

At least five main themes may be discerned in the 
theoretical study of polyelectrolytes that are charged to 
potentials beyond the domain of validity of the Debye­
Huckel equation: (1) the Poisson-Boltzmann (PB), or 
Gouy-Chapman equation, its validity,l and its applica­
tion to special models2 or dilute solutions3; (2) the limit­
ing laws of Manning, their origin, and application4

; (3) 
the two phase model of Oosawa, 5 and the notion of coun­
terion condensation4, 5; (4) cluster expansions, 6 intended 
as a theoretical framework more fundamental than the 
PB equation or its feasible improvements; and (5) modi­
fications of theory, in any of the preceding contexts, to 
accommodate ion-specific interactions. 7 The classifica­
tion is truncated and overlapping, but will serve to iden­
tify the objectives of this work. Our first objective is 
to reconSider, on the basis of functional expansion tech­
niques B (a now classical alternative to infinite cluster 
summations), the validity of a generalized PB equation. 
The generalization consists in allowing for non-Coulom­
bic parts of the potential in the formal stage of analysis. 
The errors are concluded to be small or, more pre­
cisely, inconsequential in applications of greatest in­
terest. Secondly, we show that a certain version of the 
two phase model may be derived from the PB equation. 
Moreover, approximations introduced to facilitate nu­
merical solution of the two phase model retain reason­
able agreement with the PB equation, as judged by a di­
rect comparison of potentials, or by the more sensitive 
calculation of salt exclusion coeffiCients. 

If the PB equation is once accepted, in either its sim­
plest form or as elaborated to account for specific in­
teractions, any alternative formulation such as a two 
phase model must be regarded as an approximation made 
for special purposes. These purposes will generally 
stem from the relative calculational simplicity of the 
model equation or its solution. For problems with sim­
ple geometry, one dimensional problems or problems 
with spherical or cylindrical symmetry, the PB equation 
is sufficiently easy to solve numerically that approxima-

a)Supported in part by NIH GM13556. 

tions to it offer only minor benefits. However, the sym­
metry is destroyed for curved cylinders such as the 
worm model, and significantly modified even for finite 
straight cylinders, especially when the latter are in 
strong external fields. For many of these complicated 
problems, the calculational simplification achieved by a 
two phase model is probably still necessary. We would 
nevertheless stress that the PB approximation, if ade­
quate' is both simpler to formulate and more general in 
its consequences than any particular conclUSion, such as 
counterion condensation, that may be drawn from it. 

In Sec. II, the formal theory of the response of a sys­
tem to an external field is applied to the polyelectrolyte 
problem. The response of the singlet densities of mo­
bile species, or of the free energy, to the field is de­
rived from a Boltzmann distribution in the mean field, 
and corrections. The mean field is not simply the ex­
ternal field, but also contains additions to it that result 
from the redistribution of mobile species. With the ne­
glect of corrections, the mean field and the potential of 
average force coincide; this is the PB approximation. 
The corrections depend on the difference between the 
direct correlation function and the intermolecular poten­
tial. All this, we repeat, is rather formal. The mobile 
species may be small ions or polymers, and the exter­
nal field may arise from arbitrary sources with specified 
coordinates, such as polymers, small ions, or elec­
trodes. 

In Sec. III, the corrections are estimated on the basis 
of the mean spherical approximation to the direct cor­
relation function. 9 The mobile species are taken to be 
small ions with a rigid core (the "restricted primitive 
model"). For large local counterion concentrations, a 
value of 1M is used, the apparent correction to the 
PB estimate of charge density is found to be potentially 
large (20% for ions of 4 A diameter). However, it is 
noted that this error is estimated for a fixed mean po­
tential; the errors in the solution to the PB equation are 
much less for the example of main interest, a cylindri­
cal polyelectrolyte, because of the buffering action of 
the "condensed phase." 

In Sec. IV, a reformulation of the PB equation into an 
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integral equation is physically motivated on the basis of 
two phase models. The equation is converted to an ap­
proximate algebraic equation for the surface potential 
on the polymer, and reasonable agreement with the solu­
tions to the original PB equation is found. The algebraic 
equation is easily modified to show the effects of errors 
in the PB equation itself, of non-Coulombic forces, and 
of curvature in the cylinder, and some preliminary work 
along these lines is reported. An additional test of the 
approximate equation for the potential is discussed in 
Sec. V, where the effect of the polyelectrolyte on the 
chemical potential of small ions is calculated. Numeri­
cal results for the salt exclusion coefficient are in fair 
agreement with exact results. Except for the purely 
formal work of Sec. II, the calculations deal with nonin­
teracting polymer molecules, and are therefore re­
stricted to dilute solution. Some problems in the theory 
of interacting chains are briefly mentioned in Sec. VI. 

II. POISSON-BOLTZMANN DISTRIBUTION 

The system to be considered consists of one or more 
species of mobile molecules in the presence of an ex­
ternal potential field. The quantities to be calculated 
are the configurational free energy A(q) and the mean 
singlet densities of mobile species n,(r, q); q is a cou­
pling parameter that controls the magnitude of the exter­
nal field. The initial analysis is rather general, and 
the nature of the field is arbitrary. Later a Coulomb 
field is specified, and in the natural application the mo­
bile molecules are small ions, and the external field 
arises from a single polyelectrolyte molecule. All these 
restrictions apply in Sec. III, where errors in the PB 
equation are estimated, and in the subsequent specific 
calculations of Secs. IV and V. However, here the mo­
bile molecules may be any molecules with unconstrained 
coordinates, and the source may be any "molecules" 
with constrained coordinates. Part or all of the exter­
nal field may vary with q. 

Examples of external sources include macromolecules 
immersed in the solution with specified configuration, 
an external electrode, and a single mobile ion tempo­
rarily fixed in position. The variable part of the field 
has an interaction energy u,(r, q) with a mobile molecule 
of species i at position r, and u,(r,q) vanishes at q=O. 
By an obvious generalization of notation, applied either 
to the spatial coordinate r or the species index i, mole­
cules with internal coordinates may be included in the 
formalism. 

A. General equations 

In this part, results will be obtained for arbitrary ex­
ternal fields. Specialization to electrostatic interactions 
will be made subsequently. The configurational free en­
ergy B(q), a part of A(q), is defined by 

exp[ - J3B(q)] = fexp[ - J3( U% + E X) ]dx = Q(q) , (2.1) 

where J3 = l/kT, x stands for a point in the configura­
tional phase space of mobile species, E" is the interac­
tion energy of mobile molecules with each other and with 
the fixed part of the external field, and U% is the vari-

able part of the interaction energy. U % is given by 

U%= ~ ju,(r, q)nf(r)dr , (2.2) 

where nj(r) is the instantaneous number density of mo­
bile species i. The mean singlet densities for coupling 
parameter q are given by 

n,(r, q) = (nf(r) q 

=Q-1fnj(r)exP[-J3(U%+E%)]dX. (2.3) 

It must be stressed that the definition of B(q) excludes 
any work required to turn on the field U% against other 
fixed sources, or against the interactions between dif­
ferent parts of the variable source. These contributions 
have to be added to B(q) to obtain the total free energy 
A(q), but as they do not depend on the coordinates of mo­
bile species, the addition may be postponed. Also, 
A(q) itself may not be the final answer to the question 
of interest. For example, the work required to charge 
a mobile ion to q is -kTln<exp-J3~A(q), where <) 
stands for an average with weight exp[ - J3A(O)] over the 
position of the mobile ion, which is temporarily fixed in 
position during the charging process; and 

~A(q)=A(q) -A(O) . 

The symbol ~ will indicate generally this change in a 
quantity as q increases from zero. 

Differentiation of Eq. (2.1) provides one familiar 
route to the calculation of B(q) in terms of the potential 
acting on the source 

dB(q)/dq = (a u%/aq)q 

="L.jn,(r,q)[au,(r,q)/Bq]dr. (2.4) , 
Since this formula may not seem to reduce to the con­
ventional electrostatic calculation, a brief elaboration 
may be useful. Suppose that 

(2.5) 

where G(r, s) is the symmetric Green's function for a 
source charge at s and a test charge at r, and n(s)ds is 
the fraction of all source charge q that lies in ds. In 
the simplest case of uniform dielectric constant D, 
G(r, s) = l/DI r - sl. However, regardless of the special 
form of G(r, s), Eqs. (2.4) and (2.5) give, after inter­
change of the order of integration, 

dB(q)/dq = j n(s)'ltm(s, q)d s , (2.6) 

where 

'ltm(S, q)= L: jG(r, s)q,n,(r, q)dr , (2.7) 

and 'ltm is the contribution to the potential at the source 
due to mobile molecules. Evidently, the same conven­
tional expression (2.6) for dB(q)/dq in terms of an in­
tegration over the source distribution can be derived for 
arbitrary nonelectrostatic interactions. One need only 
delete q, and add a subscript i to G(r, s). 
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We turn next to the calculation of the derivative of u, 
with respect to q. The purpose of this calculation is 
not, however, the further development of B(q) from Eq. 
(2.4). The calculation of B(q) from Eq. (2.6) seems 
easier in practice than the elaboration of Eq. (2.4). 
Rather, we are aiming now at a generalized PB equation 
for n,(r, q). Differentiation of Eq. (2.3) gives 

8n,(rj, q)/aq 

== L f dr2F fi(rj, r2, q)[ - J3aUJ(r2, q)/8q] , (2.8) 
J 

where FfJ(rj, r2, q) is the pair correlation function 

F fi(rh r2, q):; <n~(rl)n:(r2» a - n,(rj, q)nJ(r2, q). (2.9) 

Equation (2.8) could be made the basis of a perturbation 
calculation in which the response of the singlet density 
to a weak perturbation in potential is obtained. The pair 
correlation function supplies the linear term in a Taylor 
series expansion in powers of q. However, the modern 
theory of liquids has vindicated the hope of Ornstein and 
Zernike that inverse relationships, in terms of the di­
rect correlation function, converge more rapidly. In­
version of Eq. (2.8) gives 

- J3au,(rt. q)/aq 

== ~ f dr2K,/rt. r2, q)anJ(r2, q)/aq , (2.10) 

where K is defined as an inverse to F by the relation 

and K in turn defines the direct correlation function C" 
through 

KIi(rj, r2, q) == [lifjli(rt- r 2)/n,(rj, q)] - CIi(rj, r2, q) • 

(2. 12) 

Specific assumptions about Cu will have to be made 
later. For the present formal integration of Eq. (2.10) 
with this expression for KfJ gives 

- J'3u,(rt. q) ==In[n,(rj, q)/nt(rt. 0)] 

- L f dr21a dqC,,(rt. r2, q)an/r2, q)/aq • 
J 0 

(2.13) 
A similar integration of dB(q)/dq is readily obtained, 
but the resultant forms seem not so useful as Eq. (2.6). 

Equation (2.13) has still to be rearranged before it 
can be discussed as a corrected Poisson-Boltzmann 
distribution. In electrolyte theory, the charge distribu­
tion is related not to the external potential alone, i. e., 
to u,(r, q), but rather to the complete mean potential Wi 
defined by 

(2.14) 

or 

where vlJ(rt. r2) is the Coulomb interaction between mo-

bile species i and j. For the present, we want to be 
more general and take v IJ to be an arbitrary part of the 
pair potential, whatever the latter may be. It follows 
from Eqs. (2.13) and (2.15), with vfJ defined to be in­
dependent of q, that 

In[n,(rt. q)/n,(rt. 0)] 

== - J3~w,(rt. q) + L Jdr2 fa dq[CIi(rj, r2, q) 
J 0 

+ J3Vfj(rj, r2)]anJ(r2, q)/8q • (2.16) 

The terms that supplement ~ W, on the right hand side 
now constitute a correction to the generalized PB ap­
proximation to n,(r, q). If long ranged interactions are 
present, experience indicates that ClJ + J3vfJ is much 
shorter ranged than vfj itself. For the mean spherical 
model, to be employed below, the combination CfJ + J3 vfJ 
vanishes by definition if rt2 exceeds the molecular di­
ameter. 

B. Electrostatic interactions 

We now specialize the potential u, to the Coulomb in­
teraction in the fairly general form given in Eq. (2.5). 
The first problem is to find whether the resultant mean 
potential Wi of Eqs. (2.14) or (2.15) satisfies Poisson's 
equation. If it does, the description of Eq. (2.16) as a 
corrected PB equation is justified, and we can turn to 
an estimate of the magnitude of the corrections. The 
external potential can easily be generalized so that an 
arbitrary potential is turned on Simultaneously with the 
Coulomb part. However, these other parts are pre­
sumed to be set aside for the present, and added later 
to the Coulomb part of ~ W, prior to evaluation of ni(r, q) 
from Eq. (2.16). [Of course, the external potential, 
whatever it may be, must in principle exert some in­
fluence on CfJ(rj,r2,q) in Eq. (2.16). However, in prac­
tice, our estimate of the correction term will be based 
on CIi(rj, r2' 0), which is independent of u,.] We do re­
quire of the source that variation of its strength parame­
ter q must not alter the interaction vlJ between mobile 
species. A dielectric discontinuity that affects v'J must 
have its effect incorporated into a q independent vIJ. 

Thus, the singlet potential u,(r, q) is rather flexible, 
and image potentials or other parts of u, that are inde­
pendent of the source charge can be incorporated into 
~ W, at various stages. 

The defined part of the pair potential that was labeled 
v'J is here chosen to be the electrostatic contribution 

(2.17) 

For the sake of definiteness, we suppose that G(rt, r 2) is 
the Green's function of a self-adjoint differential oper­
ator 

(2.18) 

and vanishes at infinity. Therefore, G(rt. r2) is sym­
metric in rt and r2, and incorporates the effects of 
arbitrary dielectric tensor fields D(r). 

According to Eqs. (2.5) and (2.15), the energy ~W, 
is given by 

J. Chern. Phys., Vol. 70, No. 11, 1 June 1979 



4998 Marshall Fixman: Poisson-Boltzmann equation and polyelectrolytes 

~W,(r, q) = q,~w(r, q) 

= q,[~ws(r, q) + ~wm(r, q)] , (2. 19) 

where ~wm is given by Eq. (2.7) with n/ replaced by ~n" 
and 

~ws(r, q) ==q fc(r, s)n(s)ds • (2.20) 

This part of ~w is the direct contribution from the 
source to the potential. Equations (2.18)-(2.20) yield 
Poisson's equation for the potential ~w: 

Vr ' D(r)' v?,~w(r,q) 

= - 471' [qn(r) + ~qJ~n/r, q)] , (2.21) 

and the solution to this equation gives the work neces­
sary to increase q: 

or 

dA(q)/dq == J n(s)w(s, q)ds , 

w(s, q) =w(s, 0) + ~w(s, q) , 

~w(s, q) == ~ws(s, q) + ~wm(s, q) , 

~A(q) = q fn(s}w(s, O)ds 

+ iq 

dq f n(s}~w(s, q)ds . 

(2.22) 

(2.23) 

The free energies A(q} and B(q} differ in that the latter, 
given in Eq. (2.6), derives only from the potential wm 
due to mobile molecules. A(q) contains also the direct 
contribution Ws from the sources of fixed configuration 
and either fixed or variable charge. 

For Eq. (2.23) to be a useful route to the free energy 
change, the potential at the source before it is charged 
must be known, and the change in potential during charg­
ing. The latter ~w(s, q) is a solution to Poisson's equa­
tion (2.21) with ~nJ(r, q} obtained from Eqs. (2.16) and 
(2.19). For certain singular distributions (line or point 
sources), ~w(s, q) will diverge due to self-energy terms, 
and the divergent part must be deleted. For a point 
source, this deletion amounts to subtraction of the un­
screened Coulomb potential due to the source from 
~w(r, q) before the limit r - s is taken. 

If the combination C,,+ {3vfJ is neglected in Eq. 
(2.16), we have a Poisson-Boltzmann set of equations, 
modified to include (1), any forces that make the densi­
ties n/(r, q) position dependent for vanishing q, and (2) 
non-Coulombic parts of ~ WI. The magnitude of these 
neglected terms will be estimated in the next section. 

III. MEAN SPHERICAL APPROXIMATION TO 
CORRECTIONS 

Equation (2.16) becomes a modified Poisson-Boltz­
mann equation if the correction terms C ,i + f3 vfJ are 
neglected. The main purpose of this section is to esti­
mate the neglected terms. Other errors that derive 
from an approximate application of the PB equation, 
such as neglect of the spatial dependence of the dielec-

tric tensor D(r) or non-Coulombic forces that may af­
fect n,(r, 0) [and also w(s, 0) and A(q)] are not consid­
ered. 

The correction terms in Eq. (2.16) may be displayed 
separately: 

(3.1) 

where 

C,(r, q)= L Jdr2 f." dq[CjJ(rj, r2, q) 
J 0 

+ i3v,/rj, r2)]Snj(r2, q)/Sq . (3.2) 

The corrections will be estimated on the basis of the re­
stricted primitive model of the solution of mobile ions, 
treated in the mean spherical approximation. 9 Thus, 
the mobile ions have a common hard sphere diameter a, 
and other than this core repulsion have only a simple 
Coulomb interaction v,/r12)' The mean spherical ap­
proximation may be defined by the reqUirements that 
CIJ + i3vu vanishes if r12> a, and that the radial distribu­
tion functions vanish if r12 < a. If the solute charges 
vanish, the Percus-Yevick approximation is recovered. 
Alternative descriptions in the languages of graph theory 
or lattice statistics are available. 9 It now follOWS that 
the integrand in Eq. (3.2) vanishes unless rI2<a, and 
the subsequent discussion is confined to that range of 
r12' The mean spherical approximation has the advan­
tage, compared to other approximations to the restricted 
primitive model, of analytic expressions for the direct 
correlation functions, and at the same time retains an 
accuracy comparable to superior approximations. 9

(b) 

The dependence of CfJ on q will be neglected; the 
dominant part of the correction comes from V,j, and this 
by definition is independent of q. The merit of this ap­
proximation CjJ(rt> r2, q) "" CjJ(rI2, 0) is difficult to judge. 
It is equivalent to the truncations of functional expan­
sions often used to derive approximate integral equa­
tions for distribution functions, but is used here only to 
estimate correction terms. If q is sufficiently small 
that the correction terms are small, it is reasonable to 
expect the approximation to CfJ to be adequate. Im­
provement of the approximation would require that the 
mean spherical approximation to C'i' or any approxima­
tion used in its place, be solved for a system with non­
vanishing net charge density. For q = 0, i. e., for the 
neutral electrolyte solution of mobile ions, CiI(r, O) 
divides in the mean spherical approximation into two 
parts. The first is the Percus-Yevick hard sphere 
function, and the second is a correction, present only 
for charged solutes, that vanishes with ionic strength. 
The hard sphere part is known analytically for any uni­
form solute density, and does not vary much with den­
sity in the range that has to be considered. Neglect of 
the variation with q of the electrolyte part of CfJ is a 
more obscure approximation, but this is the smallest 
part of the total correction. 

On the basis of the preceding discussion, and with ex­
plicit neglect in Eq. (3.2) of the spatial variation of 
nj(r2, q) in the region rI2<a, Eq. (3.2) may be written 

Ci(r,q)~L(HIJ+ElJ+VIJ)~nJ(r,q), (3.3) 
J 
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where the hard sphere part HIJ is given by 

HIJ = fa CRs(r)4'lTr2dr 
o 

(3.4) 

and, with n distinguished from the source distribution 
n(s), 

1]==n1Tif/6, n==L:n,(r,O). 

An alternative formula for HIJ in terms of the compress­
ibility of a hard sphere fluid is 

H'I =n-t [l_ ~(aPRs/an)] • 

The electrolyte part Ellis given by 

EIJ = -1T0"3({:3q,ql/DO")(~B - B2) , 

and with K-t the Debye screening length, 

B==x-t [l+x_(1+2x)1I2], X==KO". 

The "cavity potential" 1 V'I is given by 

(3.5) 

VIJ =/3 1.a vl/(r)41Tr2dr=21T0"3(/3q,ql/DO") • (3.6) 
o 

The numerical values of HIJ, EIJ, and VIJ have been cal­
culated for a 1-1 salt solution with ionic strength O.IM 
(n=0.2M) and 0"=4 A. This gives '17=0.004, HIJ 
= - 272 A3

, EIJ = -134 A3
, and VIJ = 704 A3

, for i and j 
of the same charge. to For an increment in counterion 
density Anc "" 1M at the surface of a polymer, the cor­
rection C, is about 0.2 for counterions, and - O. 5 for 
coions. If 0" is increased, the counterion correction 
0.2 will at first decrease, and then go negative. Ex­
ponentiation of these numbers gives the correction fac­
tors to the ion concentrations at the polymer surface. 

Errors of this magnitude may seem large, but in 
practice their effect is likely to prove small for several 
reasons. First, the co-ion concentration at and near 
the surface is ordinarily quite small, and errors in its 
exact magnitude will have little effect on the surface po­
tentialor the coion activity. The smaller errors in 
counterion concentration are significantly compensated 
by a buffering action of the polyelectrolyte, i. e., a 
large value of C, for counterions in Eq. (3.1) is com­
pensated by a small percentage decrease of the poten­
tial term, and neither the counterion concentration or 
the potential change by a significant fraction. Numeri­
cal illustration of this compensation will be given in the 
next section. 

With the tentative assumption that correction terms of 
the indicated magnitude are negligible, we will proceed 
to the relation between the PB equation and an improved 
version of the two state model. 

IV. RELATIONSHIP TO CONDENSATION 

In this section, a relationship will be established be­
tween the Poisson-Boltzmann equation and a certain 
form of the two state or condensed phase model of coun­
terion distribution. Many such models have been pro­
posed on the basis of various criteria. Our own criteria 

are two: that the two state model be formally equivalent 
to the PB equation, and that any approximations neces­
sary to the simplification of the two state model should 
not seriously affect quantitative agreement with the PB 
equation. These criteria are tenable only for dilute 
polymer solutions. Concentrated solutions pose prob­
lems concerning the validity of the PB equation, as well 
as with its practical manipulation, tnat will be discussed 
below. 

One of the reasons for interest in the two state model 
is its utility in the study of complex polymer shapes and 
end effects. Specialization to the infinite cylinder model 
will therefore be briefly postponed. The polymer mole­
cule is taken to be an arbitrarily shaped domain, within 
or on the surface of which an arbitrary source charge 
density qn(r) exists, and an arbitrary dielectric tensor 
OCr) is specified. Then, 

V· OCr)· ViI(r)=-41T[p(r)+qn(r)], (4.1) 

where iI(r) is the increase in potential and per) is the 
increase in mobile charge density, each induced by the 
source charge. 

A connection with the two state model is initiated 
through the definition of an excess charge density E(r): 

E(r) == per) + [d 2(r)/4rr ]iI(r) , (4.2) 

where d(r) is chosen to make E(r) vanish in the region 
of low potential. This subtraction procedure is intended 
to isolate for special treatment that region of space 
where condensation might be imagined to take place. In 
general, 

and far from the source, where iI is small, 

p(r)- - [~L:q~n,(r, O~ iI(r) 
so 

and Eq. (4.1) may be written 

(4.3) 

(4.4) 

For definiteness, the source distribution nCr) will be 
confined to the polymer surface and nCr) is deleted from 
Eq. (4.5). The equation then applies only outside the 
polymer domain, and boundary conditions must be im­
posed. These conditions are that iI(r) vanishes at in­
finity and, from Eq. (4.1), that the normal component 
of O(r)· ViI(r) has a discontinuity across the surface 
given by - 41T times the surface charge density at the 
specified point. The interior value of o(r)· ViI(r) would 
ordinarily be negligible for smoothed surface charge 
dis tributions . 

The solution to Eq. (4.5) will be expressed in terms 
of the Green's function that satisfies 
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(4.6) 

vanishes at infinity, and satisfies arbitrary boundary 
conditions on the polymer surface. The solution G 
=exp(-Klr-pl)/Dlr-pl, where K2==d 2/D is a correct 
choice, but not a unique one, for uniform D and d. A 
different choice that satisfies the same boundary condi­
tions as >It(r) is possible. For a given G, the solution 
to Eq. (4.5) is 

>It(r):::: - (41ft1f[G(r, s)D(s)' Va >It(s) - >It(s)D(s) 

• VaG(r,s»)' dS+jG(r,p)E(p)dP, (4.7) 

where dS is an element of surface area pointing from 
the polymer into the solution, s is a point on the sur­
face, and p lies outside the polymer. 

For the essential features of a two state model to be 
correct, the volume integral over the excess charge 
density E(p) in Eq. (4.7) must converge sufficiently 
rapidly that it can be replaced by a surface integral. 
The excess charge density on the surface is known in 
terms of >It(s), and if the width of the distribution can be 
estimated, Eq. (4.7) evaluated for r- s becomes an in­
tegral equation for >It(s) that will be much easier to solve 
than the original differential equation for curved rods, 
end effects, and like problems. It will also be easier 
for infinite cylinders, but the benefits are mainly con­
ceptual because the original differential equation is nu­
merically quite tractable. 

Approximations to the volume integral over E(p) will 
be inferred from the study of a uniformly charged, 
straight cylinder of radius a and infinite length. These 
approximations, which amount to a two state model, can 
be justified a priori and are found to work well where 
the potential is large, on the surface of the polymer. 
They cannot be justified and do not work well where the 
potential is small, far from the polymer. 

For the cylindrical test polymer, >It will depend only 
on the radial distance r, and G may be integrated over 
the cylindrical coordinates <p and z as a first step. With 

(4.8) 

anded and D independent of position, Eq. (4.7) simplifies 
to 

>It(r):::: - ~aD[g(r, a) a>It(a)/a a - >It(a)ag(r, a)/aa] 

+21f fO> g(r,p)E(p)pdp. (4.9) 
a 

With G the screened Coulomb potential, g can be obtained 
from Eq. (4.8), or more simply from a preliminary in­
tegra:tion of Eq. (4.6) over <p and z: 

\

KO(Kr)IO(KP) , r> P , 
g{r, p) =: (2/D) • 

Io(Kr)Ko(Kp) , r<p. 
( 4.10) 

A dimensionless measure of potential now proves con­
venient. Let 

(4.11) 

The boundary condition on the polymer surface r = a is 

aI/>' (a) = - 2~, ~:::: i3eq/LD , 

where (q/L) is the charge per unit length and e is the 
absolute value of the electronic charge. The following 
analysis requires the general behavior of the solution to 
the PB equation: First, in the absence of excess charge 
density, Eq. (4.9) has the Debye-Huckel solution 

(4.12) 

The general solution will be written in the same form 

(4.13) 

X(r) playing the role of an effective charge parameter at 
radial distance r. other arguments of X(r), namely, ~ 
and the charges and initial concentrations of all mobile 
species, will not be displayed. Manning's postulates4 

state that X(r) is either ~ or unity, whichever is less, 
for a 1-1 salt as K- O. For the qualitative considera­
tions of the next paragraph, this is good enough, al­
though in fact we will be considering finite K, and more­
over, X(r)<X(a) even for K- 0, if Kr> 0 (see Fig. 1). 

We can now examine Eq. (4.9) for the two limits of 
r = a and r» K-1• For the first limit, 

ljJ{a) =Ko{Ka)[2~lo(Ka) + cp(a)Kalt(Ka)] 

-Io(Ka)K2 f'" KO(Kp)F(P)p dp , 
• 

where 

F(p)= - 4ni3eE(p)/DK2 

:::: - (41fe[3/DK 2)p{ p) - cp( p) • 

For a 1-1 salt, F(p) is sinhI/> -I/>. For large r, 

1/J(r) - KO(Kr)~~Io(Ka) + 1/J(a)Kalt(Ka) 

- K2 f.'" Io(Kp)F(p)p dPJ . 

(4.14) 

(4.15) 

(4.16) 

In Eq. (4.14), significant contributions must diverge as 
Ko(Ka), i. e., as - In(Ka), for small K. The integral 
over excess charge density can contribute such a term 
only from the region of small p, close to the cylinder, 
because the contribution from large p, where the inte­
grand behaves as Ko1/>3, or (Ko)\ is finite, 1. e., the in­
tegral of [Ko(x) ]4X from a finite value of x to infinity is 
finite. So a truncation of the integral in the formula for 
I/>(a) [Eq. (4.14)] is plausible, at least for small K. The 
situation for large r, described by Eq. (4.16), is dif­
ferent. All contributions have the common factor 
Ko(Kr), and the finite part of the integral ariSing from 
large p makes a definite contribution that is not negligi­
ble compared to other terms. This distinction shows 
up in the numerical solutions to the differential PB equa­
tion, which show that X(oo) <X(a), even at infinite dilu­
tion. 

If K is large, the integral in Eq. (4.14) may be trun­
cated at small p because all factors in the integrand con­
verge rapidly to zero, and therefore a two state approxi­
mation has practical utility regardless of the presence 
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FIG. 1. The effective charge parameter X(r) versus the re­
duced charge density ~ for variuus concentrations of 1-1 salt. 
The screening parameter is Ka = 10-1<, where the integer k is 
given on the graph. The lowest two curves refer to X("') , the 
remainder toX(a). The dashed line gives the Debye-Ifuckel 
approximation X(r) '" ~ to the reduced potential I/:(r) 
=2X(rlKo(Kr)/KaK l (Ka). The limiting lawX(a)=min(l,~) is 
reached rather slowly as K decreases, andX("') approaches a 
limit significantly different from X (a). 

of condensation phenomena. To get Eq. (4.14) into 
tractable form, we will make and test the following ex­
tremely crude approximations l1 : 

KO(Kp) ,,><Ko(Ka) exp[ - (p - a)f1/a] , 

pF(p) ">< aF(a) exp[ - (p - a)12/a] , 

( 4.17) 

(4.18) 

where 11 and 12 are inferred from the initial slopes of 
these functions 

It = - a[aKo(Ka)/BaJ!Ko(Ka) 

= KaK1(Ka)/Ko(Ka) , 

12 = - C[l + aF'(a)/F(a)] , 

(4.19) 

(4.20) 

and C is an adjustable constant that would have to be 
unity if Eq. (4.18) were required to give the correct 
initial slope. However, a good estimate of the integral 
in Eq. (4.14) requires a smaller value of C because the 
excess charge density at small p has a slower than ex­
ponential variation with p. A value C = O. 5 gives good 
agreement with numerical solutions of the PB equation 
under a variety of conditions. The success of these 
crude approximations is of course not due to their 
merit, but to the insensitivity of I/J(a) to the width of the 
excess charge distribution at the two extremes of small 
and large excess charge (or condensed counterions). 
The total amount of excess charge associated with unit 
area of polymer surface is proportional to expl/J(a) times 
the width, and the solution for I/J(a) varies logarithmi­
cally with the width, if the excess charge is large. 12 

Substitution from Eqs. (4.17) and (4.18) into Eq. 
(4.14) gives 

I/J(a) =Ko(Ka)[2~Io(Ka) + l/J(a)KaJ1(Ka) 

(4.21) 

a transcendental equation for I/J(a). The unknown value 
I/J(a) and the known value of al/J'(a) = - 2~ occur explicitly 
in Eq. (4.21), and also implicitly in the ratio F'(a)/F(a) 
that determines 12 from Eq. (4.20). 

From numerical results shown in Fig. 1 and Table J, 
the condensation approximation (4.21) is seen to work 
reasonably well. Under conditions such that U1 +/2) is 
comparable to unity, or larger, it should be acceptable 
to replace volume integrals over excess charge by sur­
face integrals in the study of more complicated polymer 
shapes or end effects. It will be noticed that the limit­
ing law is not obeyed very well under accessible condi­
tions. (An example is DNA, for which Ka=O.l corre­
sponds to an O. 001M concentration of 1-1 salt, while 
~ ~4. Then, X is 4 with Debye-Huckel linearization, X 
is 1. 7 from the PB equation, and X = 1 according to the 

TABLE I. The effective charge parameter X(a) versus screening parameter Ka and reduced 
charge density ~ for a 1-1 salt solution. TheX. are exact and theX. derive from the two 
state approximation discussed in the text. II andfz are the two contributions to the decay 
rate of the excess charge. The width of the excess charge distribution is a/lfl + fz). 

ft fz X. Xe XB a XC a 

K a = 1 0.5 1.43 1. 718 0.491 0.494 0.483 1. 042 
1 1. 916 0.939 0.956 0.897 1. 579 
2 2.544 1. 658 1. 723 1. 520 2.249 
4 4.187 2.610 2. 734 2.333 3.054 

Ka=O.l 0.5 0.406 0.253 0.478 0.479 0.462 0.724 
1 0.609 0.855 0.855 0.796 1. 066 
2 1. 539 1. 287 1. 290 1. 180 1. 407 
4 3.516 1. 667 1. 675 1. 538 1. 727 

Ka=O.Ol 0.5 0.212 0.039 0.491 0.481 0.483 O. 744 
1 0.504 0.870 0.834 0.828 1. 012 
2 1. 501 1. 160 1. 141 1. 095 1. 214 
4 3.500 1. 363 1. 357 1. 293 1. 387 

Ka=O.OOOl 0.5 0.107 O. 001 0.500 0.489 0.499 0.815 
1 0.500 0.908 0.856 0.883 0.998 
2 1. 500 1. 083 1. 066 1. 048 1. 107 
4 3.500 1. 186 1. 180 1. 150 1.196 
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limiting law. The latter is approached extremely slowly 
with increasing dilution. ) 

Table I also gives values for X: and X ~, which are 
solutions of the approximate equation for X(a) modified 
to account roughly for two special effects. These are 
(1) a change in the Green's function from its value for 
the infinite cylinder, shown in X;:, and (2) other changes 
that may originate in either (a) a value C"* O. 5, (b) bind­
ing, or (c) corrections to the PB equation. The latter 
effects are shown in X:. The results for X;: are ob­
tained by doubling the Green's function Ko(Ka) in Eq. 
(4.21), and (are intended to) show the effects of bending 
an infinite cylinder, thereby increasing charge interac­
tions and the surface potential. The effect is pronounced 
for small surface charges, i. e., for small ~. For large 
~, the change in X. is much less, especially for low salt 
concentrations, because the excess charge increases 
and almost entirely eliminates the effect. The results 
for X: are obtained by doubling the value of F(a) in Eq. 
(4.21), i. e., replacing F(a) by 2F(a), and the change in 
X. is found to be relatively small under all Circum­
stances. 

Calculations for a 2-1 salt were made, and lead to 
conclusions identical to those drawn from Table I for a 
1-1 salt, i. e., Eq. (4.21) works rather well, and the 
inferred value of X. is rather insensitive to modifica­
tions of the excess charge approximation. The reason 
for this lack of sensitivity is Simple. For small L there 
is very little excess charge, and a (percentage) error in 
its value has no effect. For large ~, the potential is 
ordinarily large (unless K is also very large), and oc­
curs in an exponential expression for the counterion con­
centration. So small percentage changes in Xa compen­
sate for big changes elsewhere. 

The factor of two used to correct the excess charge 
density in the computation of X: is of course somewhat 
arbitrary. The choice was motivated by the results of 
Sec. III, where a 20% error was found for a 1M increase 
in surface counterion density over the bulk value, and 
by the consideration of DNA. For DNA, the PB approx­
imation gives a surface counterion concentration of 
about 2M in the limit of infinite dilution, and the value 
increases quite slowly to about 3M for a bulk salt con­
centration of O. 1M. These estimates are based on ~ = 4 
and a= 12 A. It should be noted that Ka= 1, the largest 
value considered, corresponds to a bulk salt concentra­
tion of only O. 064M for DNA. However, the magnitude 
of the correction factor changes very slowly with bulk 
salt concentration, and should be about exp(3xO.2)~2. 

We have asserted that the solution charge density as 
well as the potential is insensitive to errors in the Boltz­
mann distribution used to derive the PB equation. This 
remark will now be illustrated for a cylinder with a high 
surface charge ~ = 4. We assume that the potential at 
and near the surface is sufficiently large that the sur­
face counterion concentration is much larger than the 
bulk value, as will certainly be true for our largest val­
ue of Ka = 1, and well beyond. Then the total surface 
charge density, the counterion charge density, and the 
"excess charge" density all COincide. (We recall that 

the excess charge density is defined as the Boltzmann 
charge density less the linearized density evaluated for 
the same 1j;.) So the preCise question is taken to be the 
degree to which the surface counterion density nc(a) is 
affected by an ad hoc change in the formula that relates 
that density to 1j;. The results given in Table I for X. 
and X:, the latter obtained by doubling the excess charge 
for given 1j;, permit a ready calculation of the ratio of 
these two estimates 

(4.22) 

The ratio is found to be 0.74, 0.94, 0.97, and 0.98, for 
Ka= 1, 0.1, 0.01, and 0.0001, respectively. 

The calculated error in the surface counterion charge 
density is, like the error in 1j;, much less than the error 
in the Boltzmann approximation. Under the worst con­
ditions conSidered, the errors are 25% in the former 
and 200% in the latter, for a bulk salt concentration of 
O.IM. As the bulk salt concentration increases beyond 
O.IM, errors may well prove significant in magnitude, 
and the magnitude must depend sensitively on the details 
of counterion interactions with each other. The in­
creased error at high bulk salt concentrations is not due 
to an increase in surface counterion density, which stays 
relatively constant. Rather, the increased screening 
lowers the surface potential, and therefore also lowers 
the buffering capacity of the polyelectrolyte. 

A more complete numerical study of the corrected 
PB equation will be required for a quantitative study of 
errors at salt concentrations in excess of (roughly) 
O.IM. Our expectation is that the PB equation will re­
tain semiquantitative utility, because the correction 
terms decrease away from the polyelectrolyte surface 
exponentially in 1j;. 

V. CHEMICAL POTENTIALS OF SMALL IONS 

The effect of polyelectrolyte on the chemical poten­
tials i.J., of small ions has been determined according to 
several theoretical methods, models, and experiments; 
in this section, the revised condensation approximation 
of Sec. IV will be applied to one aspect of the problem. 
We restrict the study to low polymer concentrations, 
i. e., to a linear dependence of i.J., on polyelectrolyte 
concentration. A few comments on finite polyelectrolyte 
concentration will be made in the Discussion. 

Two different approaches to the statistical thermody­
namic problem have been made. 3,13 One method re­
quires the potential of average force on a small ion 
everywhere in solution, outside the polyelectrolyte do­
main. The second method requires the mean electro­
static potential at the surface of the polymer as a func­
tion of the polymer charge. Of course, the potential of 
average force and the mean potential are the same in the 
PB approximation. 

The first method is based on an osmotic equilibrium 
between the polyelectrolyte solution and a pure salt solu­
tion. A grand canonical distribution applied to a system 
open to all components, including the polymer, gives 
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(an/a iJ.P)T, V," == np(an/an) 

== (n,np/kT) J(g,(r) -1 ]dr , (5.1) 

where np and iJ.p are the number density and chemical 
potential of polymer, and g,(r) is the radial distribution 
function for small ions relative to a polymer center. 
(Strictly, it is an average of such a function over poly­
mer orientation and/or conformations, if the polymer 
has internal degrees of freedom.) Equation (5.1) gives 
the salt exclusion coefficient At in the series 

ns/n: == 1 + Atn~ +. . . (5.2) 

that relates the salt concentration inside ns and outside 
n:, the polyelectrolyte solution; n~ is the polyelectrolyte 
concentration measured in equivalents/volume. The 
electrostatic part of At for a 1-1 salt, that shares coun­
terions with the polymer, is 

Ail ==n:(Lelq) foo (e-~ -I)21Trdr , (5.3) 
a 

where e, q, and the dimensionless potentialljJ are all 
presumed positive. An excluded volume contribution 
may be added to this expression, or any of the other ex­
act and approximate expressions we consider, to obtain 
the total At. 

The alternative formula is based on the charging ex­
pression 

(aiJ./aqT)T, V,n == [a (dAldqT)/an/h, V,n 

(5.4) 

where qT is the total charge on all polyelectrolyte mole­
cules, lJ.!p is the mean polyelectrolyte surface potential, 
and lJ.!c is the mean potential on the surface of a counter­
ion. For infinite polymer dilution, and again for a 1-1 
salt that shares counterions, Eq. (5.4) gives 

Ail = - ~ [1 + (n:/q) Ia ll 

(aif!lan:)dq] 

= - ~ [1 + (n: I~) ~t (aif!II'Jn:)d~ ] ' (5.5) 

where if! is the dimensionless potential elJ.! pi kT. 

Equations (5.3) and (5.5) should agree if the exact PB 
potential is used (this can be verified numerically to a 
certain preCision, - 0.1% in our work and Stigter'st3). 
In Fig. 2, exact (PB) values of Ail are compared with 
Manning's limiting law expression and with the revised 
condensation approximation. Stigter has already ob­
served that the limiting law is in serious disagreement 
with exact results and with experiments on DNA. 3(b), (e) 

Our own conclusion is simply that the revised condensa­
tion approximation agrees rather well with the exact re­
sults for Ail. However, the agreement is not so good as 
it is for if! itself. The reason for this worsened agree­
ment is partly the necessity for construction of a deriva­
tive of <p, which inevitably exaggerates errors, and also 
the roughness of the condensation approximation in the 
region of ~ = 1, which was not given much importance 
when approximations were determined in Sec. IV. The 
percentage errors in Ail are largest at the dilute salt 

.,-
<l 
I 

3 2 o 
-log n 

FIG. 2. The electrical part of -AI versus -loglon, where 
n =n: is the molar concentration of 1-1 salt. The curve labeled 
(e) gives exact values, curve (a) gives values from the two 
state approximation to the PB equation, and (LL) gives the 
limiting law result. Parameters are a = 12 A and ~ = 4.24, 
roughly appropriate for DNA. 

end of Fig. 2, where Eq. (5.5) takes a small difference 
between two large numbers. For still greater dilution, 
the estimates of Ail converge. 

VI. DISCUSSION 

In these concluding remarks, we wish to stress cer­
tain similarities and differences between this work and 
other work on similar topics, and also to mention some 
difficulties that will have to be faced in further work 
along the same lines. 

For an isolated polymer molecule in a salt solution, 
we have found some evidence that the PB equation is 
adequate for the primitive model. The greatest error 
(the "cavity potential") is the one least subject to uncer­
tainty of evaluation. Elaboration of the PB equation to 
include dielectric inhomogeneities or non-Coulombic in­
teractions of mobile ions with the polymer or each other 
should not significantly modify the error estimates. 
However, our acceptance of the PB equation under con­
ditions where it is ordinarily thought to fail, at local 
ionic concentrations of 2 to 3M, is based on the buffering 
capacity of a high surface potential. If the bulk salt con­
centration is very high, perhaps only greater than O. 1M 
for DNA, the surface potential will be lowered suffi­
ciently again to jeopardize the PB equation. We never­
theless remain optimistic concerning its utility, pending 
additional calculations. 

We have also noticed from the numerical work (see 
Fig. 1), in agreement with Stigter, 3(b) that the validity 
of the Debye-Huckel potential at infinite dilution is only 
partially restored through use of an effective charge pa­
rameter X(r)=min(I,~) for a 1-1 salt. This works in 
the limit I( - 0 for any fixed r, but not for X(r) with I(r 
fixed. We actually know of no claim that the Simpler be­
havior, namely, X(oo)=X(a) in the limit 1(-0, has been 
proved, but some of the discussion in Manning4

(a) and 
MacGillivray14 might allow an unwary reader to draw a 
contrary conclusion. MacGillivray's limiting lower 
bound14 to X(r) is stated for r == a, K - 0 and fails if, in-
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stead, Kr is fixed. The behavior of X at large r is re­
quired in the theory of intermolecular15 or intramolecu­
lar1S interactions. 

Although we have not made a detailed comparison, we 
suspect that the modified two phase model developed 
here for finite salt concentrations will bear a family 
resemblance to the models of Oosawa, 5(a), Manning,5(b) 
Iwasa, 17 and perhaps others. We have not pursued a 
comparison because our point of view is somewhat dif­
ferent. Instead of basing a theory on a two phase model 
of the system, we arrive at the two phase model as an 
approximation to the PB equation. Our position is that 
the basic assumption underlying the PB equation is so 
simple and general, and fairly close to being right, that 
the PB assumption is a natural focus for effort intended 
to correct the approximation or to derive its conse­
quences. 

It should be noted that the two phase model derived 
here applies only to the surface potential. The nonlinear 
dependence of charge denSity on potential far out in the 
solution, at distances O(K-1), though it has a minor effect 
on X(a), leads to a significant difference between X(a) 
and X{oo) unless ~ is quite small. At present, we see 
no alternative to the PB equation for X(oo). 

The problem of concentrated polyelectrolyte solutions 
has been studied by Katchalsky et al. 2 on the basis of a 
lattice model, and to some degree has been included in 
Manning's limiting laws. 4 These laws seem close 
enough to the topics discussed here that we shall attempt 
to clarify the way in which polymer concentration enters 
as a variable in Manning's work, and is omitted from 
our two state approximation. We have dealt specifically 
with an isolated polymer molecule in salt solution, and 
no matter how dilute the latter may be, it provides a 
contribution, the only contribution unless one allows for 
water dissociation, to the bulk ionic strength. However, 
Manning allows for a nonvanishing contribution to the 
ionic strength from counterions that dissociate from 
added polyelectrolyte. This contribution may be the only 
one, i. e., there may be a finite screening length even 
in the absence of added salt. However, no interaction 
between polymers is allowed. No attempt was made to 
rationalize this apparently contradictory procedure, yet 
the results have met with a certain amount of experi­
mental confirmation. 

What is wanted to resolve this difficulty, or to bring 
it within the bounds of study, is a model of the concen­
trated polymer solution which on the one hand asserts 
the charging free energy of a single polymer mOlecule 
to be calculable without explicit account of the potential 
field due to other polymers, but yet takes all the other 
polymers and especially their counterions to be present. 
We first remark that explicit consideration of electro­
static interactions between polymers may always be 
aVOided because these interactions are generated implic­
itly from Poisson's equation and the polymer part of the 
total charge density. Therefore, we focus on the total 
charge density. Consider first a single central polymer 
with variable charge q, and immersed in the solution of 
fully charged polymers. For q = 0, it seems reasonable 

to take the mean charge density to vanish, to a first ap­
proximation, everywhere outside the central polymer. 
Therefore, the mean field acting on the central polymer 
will also vanish. The uniform charge density of small 
ions is exactly compensated by a uniform polymer 
charge density outside the central uncharged polymer. 

If the central polymer is now gradually charged, what 
happens to the charge density in solution? One might 
suppose, from the omission of interactions in Manning's 
hypotheses, that the fully charged polymers immediately 
depart for infinity in response to the charging process. 
However, this interpretation, even if acceptable on other 
grounds, would not justify the implicit treatment of 
charge density in the limiting laws. The charge density 
is treated in the Debye-HUckel approximation and in­
cludes only small ions in the ionic strength. The 
Debye-HUckel form for the surface potential implies a 
linearization, with which we are not here concerned, 
and also the boundary condition that the charge density 
vanishes far from the central polymer at a rate governed 
by the finite ionic strength. If all other polymers have 
left the vicinity of the central polymer, but their coun­
terions remain behind, the net charge density will not 
vanish properly. This objection does not apply to the 
lattice model of Katchalsky et al. , 2 because boundary 
conditions on the potential apply at the cell boundary in­
stead of at infinity. 

The other extreme assumption is that all other poly­
mers maintain a random distribution while the central 
ion is being charged, and only the small ions rearrange 
according to a Boltzmann distribution. This assumption 
seems to justify Manning's treatment [disregarding 
quantitative errors in the treatment of X(a) at finite ionic 
strength], and the question then becomes the justification 
of this randomness. We wish to point out here merely 
that the assumption has some precedent in polymer solu­
tion theory. It is used in the Flory-Huggins theory of 
nonelectrolyte polymers and is believed to be roughly 
valid at polymer concentrations sufficiently high to force 
a great deal of overlapping of polymer domains. So the 
assumption may be plausible enough for further study. 
It may also happen that the predicted results are fairly 
immune to errors in the polymer distribution, since the 
lattice model of Katchalsky et al. 2 often gives similar 
results. A possible key to the Similarity for salt free 
polymer solutions is that the lattice model is a two di­
mensional array of infinite cylinders. The separation 
between cylinders is the scaling length for the decay of 
the potential, and is inversely proportional to the square 
root of polymer concentration; so also is the Debye 
length in Manning's hypotheses. 

We wish finally to call attention to a very recent paper 
by Henderson and Blum on an electrolyte solution near a 
charged wall. 18 They also conclude that the PB equation 
is adequate at high salt concentrations if the surface 
charge is very large. 
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