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ABSTRACT: The Martini coarse-grained force field has been successfully used for simulating a wide range of (bio)molecular
systems. Recent progress in our ability to test the model against fully atomistic force fields, however, has revealed some
shortcomings. Most notable, phenylalanine and proline were too hydrophobic, and dimers formed by polar residues in apolar
solvents did not bind strongly enough. Here, we reparametrize these residues either through reassignment of particle types or by
introducing embedded charges. The new parameters are tested with respect to partitioning across a lipid bilayer, membrane
binding of Wimley−White peptides, and dimerization free energy in solvents of different polarity. In addition, we improve some
of the bonded terms in the Martini protein force field that lead to a more realistic length of α-helices and to improved numerical
stability for polyalanine and glycine repeats. The new parameter set is denoted Martini version 2.2.

1. INTRODUCTION

The use of coarse-grained (CG) models in a variety of
simulation techniques has proven to be a valuable tool used to
probe the spatial and temporal evolution of systems on the
mesoscale, beyond what is feasible with traditional all-atom
(AA) models. A large diversity of coarse-graining approaches
are available; they range from qualitative, often solvent-free
models, via more realistic explicit solvation models, to models
including chemical specificity (for recent overviews, see refs
1−5). Models within this latter category are typically
parametrized based on comparison to atomistic simulations,
using iterative Boltzmann,6,7 force matching,8,9 conditional
reversible work,10 or minimization of relative entropy11

approaches. Our own model, coined the Martini force
field,12−14 has also been developed in close connection with
atomistic models, especially considering the bonded inter-
actions. However, the philosophy of our coarse-graining
approach is different. Instead of focusing on an accurate
reproduction of structural details at a particular state point for a
specific system, we aim for a broader range of applications

without the need to reparameterize the model each time. We
do so by extensive calibration of the nonbonded interactions of
the chemical building blocks against experimental data, in
particular thermodynamic data such as oil/water partitioning
coefficients, since processes such as lipid self-assembly, peptide-
membrane binding, and protein−protein recognition depend
critically on the degree to which the constituents partition
between polar and nonpolar environments. The use of a
consistent strategy for the development of compatible CG and
atomic-level force fields is of additional importance for its
intended use in multiscale applications.15−19 The overall aim of
our coarse-graining approach is to provide a simple model that
is computationally fast and easy to use, yet flexible enough to be
applicable to a wide range of (bio)molecular systems.
The name “Martini” for the force field was coined in 2007

with the release of version 2.0 for lipids.13 The subsequent
extension to peptides and proteins14 was released as version
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2.1. The Martini model is based on an approximate four-to-one
mapping; i.e., on average, four heavy atoms plus associated
hydrogens are represented by a single interaction center, with
an exception for ring-like molecules. The mapping of ring-like
fragments or small molecules (e.g., benzene, cholesterol, and
several of the amino acid side chains) is not possible with the
general four-to-one mapping approach. Such molecules are
therefore mapped with a higher resolution of up to two-to-one.
The Martini model considers four main types of interaction
sites: polar (P), nonpolar (N), apolar (C), and charged (Q).
Within a main type, subtypes are distinguished either by a letter
denoting the hydrogen-bonding capabilities (d = donor, a =
acceptor, da = both, 0 = none) or by a number indicating the
degree of polarity (from 1 = low polarity to 5 = high polarity).
Small (ring-type) particles are denoted with a prefix “S”. To
improve the treatment of electrostatic interactions, polarizable
water models were also recently introduced for use with
Martini.20,21

Currently, the Martini force field provides parameters for a
variety of (bio)molecules, including many different lipids,12,22

sterols,13,23 peptides and proteins,14 sugars,24,25 polymers,26−29

DNA,30 nanoparticles,31−33 dendrimers,34,35 and more. The list
of applications of the Martini model to date is broad, reflecting
the flexibility and transferability underlying our coarse-graining
protocol. Some recent applications include protein mediated
vesicle fusion;36−38 membrane domain formation;39−46 lipid
flip-flopping;47,48 lipid and surfactant phase behavior;49−54 the
collapse of lipid monolayers;55−57 membrane tether forma-
tion;58 peptide- and protein-induced membrane remodel-
ing;59−71 the self-assembly and lipid sorting of membrane
proteins;72−89 gating and conformational changes of membrane
proteins;90−96 protein adsorption on solid supports;97,98

mechanical properties of protein filaments;99,100 aggregation
of peptides,101−103 peptide amphiphiles,104 and amyloid
fibrils;105,106 nanopore imbibition and surface wetting;107,108

membrane translocation and lipid adhesion of nanopar-
ticles;31,34,109−115 membrane engineering;116 polymer induced
membrane adhesion and tethering;117−119 nanocoating of a
polymer matrix;120 protein−ligand binding;121 structure and
dynamics of lipoprotein particles and nanodiscs;122−127 lip-
oplexes;128 and drug-delivery systems.129−134 Note, variations
of the Martini protein force field have been developed
independently by the groups of Sansom135 and Schulten.136

Recently, progress in computational power has allowed for
more extensive testing of the Martini force field with respect to
all-atom models. Singh and Tieleman137 compared relative
binding free energies of the Wimley−White (WW) pentapep-
tides to an experimentally derived free energy scale. Overall, the
Martini model predicts the relative binding of these peptides to
a lipid membrane in close agreement with the experimental
data,138 with notable exceptions for the charged residues, as
well as phenylalanine and proline. The first category can be
improved by resorting to the polarizable water model, but both
phenylalanine and proline are apparently too hydrophobic. de
Jong et al.139 studied the dimerization free energy of amino acid
side chains in solvents of different polarity. Here, also the
overall performance of Martini is quite good in comparison to
all-atom force fields such as Gromos and OPLS. Again,
exceptions are the aromatic side chains, which are too
hydrophobic. In addition, charged and polar interactions in a
low dielectric medium are too weak compared to the atomistic
models. Furthermore, ongoing refinement of partitioning free
energy profiles across a water/bilayer interface by MacCallum

et al.140 reveals a significantly underestimated interfacial binding
of the polar side chains asparagine and glutamine in Martini.
In the current work, we aim to fix some of these

shortcomings, largely pertaining to the protein force field.
These include (i) new topologies for proline, phenylalanine,
and tryptophan side chains to improve partitioning free
energies; (ii) introduction of an off-center charge model for a
more realistic description of contact pairs of oppositely charged
residues; (iii) parametrization of polarized beads for polar side
chains to improve dimerization in apolar environments and
interfacial binding; and (iv) some adjustment of bonded terms
to improve the length of standard α-helices and increase
numerical stability for polyalanine and glycine repeats. The new
version of the force field will be denoted Martini 2.2 (or 2.2P in
combination with the polarizable water model).
The rest of this paper is organized as follows. In section 2,

the methods are outlined, providing details about the
simulation setups used for refining the parameters. In section
3, the results are presented, subdivided into sections dealing
with apolar residues (Phe, Trp, Pro), then charged (Glu, Asp,
Arg, Lys, His) and polar ones (Thr, Ser, Asn, Gln, His),
followed by a section on the bonded terms and a section on the
new script used for implementation. A short conclusive
paragraph ends this paper.

2. METHODS
2.1. General. The molecular dynamics (MD) simulations

described in this work were performed using the GROMACS
software package,141 version 4.x. The scheme developed for the
Martini model12−14 was used: nonbonded interactions are cut
off at a distance of 1.2 nm with smooth switching of the
interactions and forces from 0.0 to 1.2 nm for the Coulomb
potential and 0.9 to 1.2 nm for the Lennard-Jones (LJ)
potential. The pair-list update frequency was set to once per 10
steps. A time step of 20−30 fs was used in most cases, which is
adequate for preserving energy and temperature in Martini
simulations.142 Note, the simulation times reported in the
manuscript are plain simulation times. Constant temperature
and pressure was maintained using weak coupling to a bath.143

Standard input files as well as the newly developed parameters
can be downloaded from http://cgmartini.nl.

2.2. Partitioning Free Energy. Potentials of mean force
(PMFs) for amino acid side chain analogues (SCAs) across a
DOPC (dioleoyl-phosphatidylcholine) bilayer were calculated
using umbrella sampling as described in MacCallum et al.140

Small bilayer patches were simulated with 72 DOPCs, 1200
water beads, and one side chain. Polarizable water was used in
cases of polar/charged side chains. For each PMF, we ran 81
independent simulations with a harmonic restraint on the
distance between the side chain and the center of the DOPC
bilayer in the z dimension. The distance was varied from −4 to
+4 nm with an 0.1 nm spacing and a 1000 kJ mol−1 nm−2 force
constant. Each simulation was run for 100 ns. The weighted
histogram analysis method (WHAM)144 was used to calculate
the free energy profiles.
Partitioning free energies of SCAs between water and oil

(decane) were calculated using thermodynamic integration.
Separate boxes with a single SCA solvated by 334 CG water
beads or 122 decane molecules were set up. In both solvents, 2
ns simulations were run at each lambda point, using 11 equally
spaced points. The electrostatic and van der Waals interactions
were switched off separately when charged molecules were
present in the system. The free energies and the corresponding
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errors were calculated using the Bennett Acceptance Ratio as
implemented in the g_bar analysis tool of GROMACS. The
partitioning free energy, ΔGpart, was obtained by subtracting the
free energy in oil from the free energy in water.
2.3. Dimerization Free Energy. The dimerization free

energy, ΔGdim, of pairs of amino acid SCAs was computed as
described by de Jong et al.139 We prepared systems consisting
of two amino acid SCAs solvated in a cubic unit cell with an
edge length ∼3.0 nm, filled with either water or decane. For
each pair considered, we determined the PMF as a function of
the side chains’ center of mass (COM) distance. Simulations
were run with the COM distances between SCAs constrained
in the range 0.3−1.5 nm with a 0.025 nm interval. At each
distance the system was simulated for 2 ns from which the first
50 ps were discarded as an equilibration period. Over the
remaining simulation time, the mean constraining force was
calculated using the constraint pulling code implemented in
GROMACS and integrated as described by Hess.145 From
these PMFs, the dimerization free energy, ΔGdim, was obtained
using146

∫

∫
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⌀
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where kB is the Boltzmann constant, T is the simulation
temperature, r is SCAs’ COM distance, rc is the dimer−
monomer cutoff (defined by the distance at which the PMF
reaches its first maximum), Rmax is the maximum distance
considered, v⌀ is the standard volume (1.66 nm3, equivalent to
1 mol L−1), and g(r) is the radial distribution function which is
calculated from the PMF using

= −g r( ) e r k TPMF( )/ B (2)

Statistical errors were calculated using a Monte Carlo
procedure: 10 000 PMF profiles were generated using mean
and standard deviation of the constraining force for every
distance, r. For all profiles, ΔGdim is subsequently calculated
using eq 1, and the mean and standard error are obtained.
2.4. Binding of WW Peptides. Wimley−White (WW)

peptides are pentapeptides of fixed sequence Ac-WLXLL,
where X denotes a variable residue. The binding of these
peptides to a POPC (palmitoyl-oleoyl-PC)/water interface was
studied experimentally.138 The relative binding free energies
ΔΔGWW of these peptides with respect to X = Ala provides an
energy scale that is useful as a yardstick to gauge the relative
surface affinity of different residues. Here, we calculated
ΔΔGWW to test our new parameters using a protocol recently
established by Singh and Tieleman.137 In short, for amino acids
Phe, Trp, and Pro, the ΔΔGWW is obtained using a
combination of free energy perturbation (FEP) and multiple
Bennett acceptance ratio (MBAR) methods, following the
thermodynamic cycle as described in detail elsewhere.137 For
polar residues, the PMF profiles for translocating the entire
peptide from the interface to the bulk water were computed
using the distance between the COM of the POPC bilayer and
the COM of the peptide as the reaction coordinate. The COM
of the peptide was held at its relative position by applying a
harmonic potential with a force constant of 1000 kJ mol−1

nm−2. After an initial equilibration, data were collected over
600−1200 ns time periods depending on the convergence of
the PMFs. In some cases, multiple simulations were performed

to collect better statistics. The data were divided into windows
of 100 ns to compute the free energies and standard errors,
using the weighted histogram analysis method (WHAM) as
implemented147 in GROMACS. The free energy of adsorption
of residue X at the interface from the bulk was calculated as

∫Δ = − −Δ
⎡
⎣⎢

⎤
⎦⎥G k T z(X) ln e d

Z

Z
G z k TWW

B
( )/

f

s
B

(3)

where zs = 1.0 nm and zf = 4.0 nm define the limit of the
POPC/water interface and bulk water, respectively. The
integrations were carried out numerically using Simpson’s
rule. The relative binding free energy of residue X, ΔΔGWW(X),
is obtained by subtracting ΔGWW(Ala) from ΔGWW(X).

3. RESULTS

3.1. Change of Amino Acid Particle Type for Phe, Trp,
and Pro. On the basis of dimerization data of amino acid side
chain analogues139 and interfacial binding of Wimley−White
(WW) peptides,137 it has become clear that especially Phe and
Pro, and to a lesser extent Trp, are too hydrophobic in the
Martini 2.1 force field.
For Phe, the behavior can be greatly improved by changing

the particle type from SC4 to the slightly more polar SC5. As
shown in Table 1, the dimerization free energy in aqueous
solution (ΔGdim, water) increases from −4.5 kJ mol−1 to −3.0
kJ mol−1, which is in better agreement with the value of −1.6 kJ
mol−1 predicted using atomistic models.139 The dimerization
free energy in less polar solvents (ΔGdim, oil) is hardly affected.
The relative binding free energy of the WW peptide (ΔΔGWW)
also improves and gets within kBT of the experimental value,
see Table 1. The partitioning of the Phe side chain analogue
across the water/bilayer interface was also computed. In Figure
1, the results for the original SC4 particle type and the new SC5
particle type are compared. The latter shows an improved
overall binding profile. For consistency, we also investigated the
use of the SC5 particle type to model benzene (note, in Martini
benzene and Phe SCA are represented the same way). The
original model13 underestimates the partitioning of benzene in
water; the partition free energy of benzene between butane and
water is 22 kJ mol−1 compared to the experimental value148 of
12.4 kJ mol−1 (using cyclohexane). With the new model, the
value drops to 10 kJ mol−1, slightly too hydrophilic. Note that
the properties of pure benzene solvent are not affected by the
change of particle type. The SC5 self-interaction is identical to
the SC4 self-interaction (see the full interaction matrix13).
Although Trp performs quite well in the Martini 2.1

parametrization, the properties can actually be somewhat
improved using a similar particle reassignment as for Phe. In
changing the original SC4-SC4-SC4-SP1 to SC5-SC5-SC4-
SNd, ΔGdim (water) changes from −4.7 kJ mol−1 to −4.0 kJ
mol−1, compared to the atomistic value139 of −3.3 kJ mol−1.
The added benefit of the new particle assignment is the
presence of an explicit hydrogen bond donor group (SNd),
which better reflects the underlying chemical nature of the Trp
side chain. Considering the WW peptides, the new particle
assignment for Trp does not change the already good
agreement with the experimental binding free energy (see
Table 1). The partitioning profile along the bilayer normal
shows significant improvement, in line with the results obtained
for Phe (Figure 1). For the other aromatic residues, His and
Tyr, the agreement between atomistic data and the Martini
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force field is already quite good, and no further improvement
was attempted.
In the case of Pro, a number of different particle assignments

were tried, also involving the backbone bead. We focused on
improving the WW peptide binding free energy. Results are
shown in Table 1 for a number of particle combinations. It is
clear that the original assignment Na-AC2 is too hydrophobic,
and much better results are obtained, increasing the polarity of
the backbone and/or the polarity of the side chain. On the basis
of the arguments that (i) the backbone polarity should be less
than that of a regular amino acid due to the reduced H-bonding
propensity and (ii) the side chain analogue is actually propane
that should be kept rather apolar, we settled on the P4−C3
combination. Note that the P4 particle type for the Pro
backbone only applies to the case where the residue is part of
an unstructured chain. As part of α-helix or β-strand, less polar
particle types are used (see ref 14) which remain valid in
Martini 2.2.
In summary, we reparameterized the residues Phe, Trp, and

Pro, improving their self-association behavior, binding of the
respective pentapeptides, and partitioning across the mem-
brane. The new particle types are highlighted in bold in Table
1. Future tests should reveal whether or not these parameters
lead to a generic improvement.

3.2. Improving Charged Residues by Putting the
Charge Off-Center. The absence of partial charges in the
standard Martini water model warrants the use of a global
screening constant of εr = 15. Together with the smooth
shifting of the electrostatic interaction toward the cutoff (1.2
nm), this treatment results in a distance dependent dielectric
screening. However, charged particles feel the same screening
independent of their environment. Consequently, charge−
charge interactions in an apolar medium are severely under-
estimated. This effect becomes evident from Figure 2, which
shows the PMFs for the association of the Lys−Lys and Lys−
Glu pairs in an apolar solvent, both for Martini and two
atomistic models. In Martini 2.1, a relatively shallow contact
pair is observed for oppositely charged residues, whereas the
atomistic force fields show very strong binding. In contrast,
Martini 2.1 predicts a stable contact pair for like charged
residues, at odds with the global repulsion seen with the more
detailed models.
Improvement of this unphysical situation is obtained using

the polarizable Martini water model (compare PMFs with
Martini 2.1 to 2.1P in Figure 2). The Lys−Lys contact pair
disappears, and the Lys−Glu binding strength increases.
However, Coulombic interactions fall off as 1/r, and thus the
bigger size of the CG beads (defined by their van der Waals
radius, ∼0.26 nm) limits the approach of the charged beads to
∼0.5 nm, whereas in atomistic models the charges can come
much closer. Therefore, the interaction strength between the
charged atomistic side chains is still much stronger.
To remedy this issue, we designed an alternative model for

charged side chains in which the electrostatic and van der Waals
interactions are carried by two different particles. The two
particles are connected by a constrained bond of length 0.11
nm, as illustrated in Figure 3, and have a mass of 36 amu. Using
this off-center setup, the charges may come closer, and the
interaction increases by approximately a factor of 3 in the case
of the Lys−Glu pair (compare Martini 2.1P to 2.2P in Figure
2). The Lys−Lys pair, for which close contact of charges is not
favorable, is not further improved.

Table 1. Overview of Parameters and Thermodynamic
Properties of Amino Acid Side Chain Analoguesa

SC type (charge)b ΔΔGWW c ΔGpart d
ΔGdim

watere
ΔGdim

oile

Phe ref. 5.4 ± 0.3 12 −1.6 −2.9
CG SC4-SC4-SC4 12.2 ± 0.1 21 −4.5 −1.3

SC5-SC5-SC5 7.7 ± 0.1 10 −3.0 −1.7
Trp ref. 8.5 ± 0.4 9 −3.3 −3.3

CG SC4-SP1-SC4-
SC4

9.2 ± 0.1 10 −4.7 −3.0

SC4-SNd-
SC5-SC5

9.4 ± 0.1 8 −4.0 −2.7

Prof ref. −1.2 ± 0.6
CG Na-AC2 7.6 ± 0.1 20

P4-AC2 4.1 ± 0.1 20
P4−C3 1.9 ± 0.1 12
P4−C5 0.7 ± 0.1 9

Thr ref. 0.1 ± 0.4 −11 0.2 −5.8
CG P1 −1.9 ± 0.1 −12 0.0 −2.3

N0 (0.36) −0.3 ± 0.3 −12 −0.5 −4.0
Nda (0.31) 2.3 ± 0.3 −13 −0.5 −4.2

Ser ref. 0.2 ± 0.4 −14 1.6 −5.9
CG P1 −1.9 ± 0.1 −12 0.0 −2.3

N0 (0.40) −0.5 ± 0.3 −14 −0.2 −5.2
Asn ref. −1.0 ± 0.4 −28 −0.1 −17.3

CG P5 −2.7 ± 0.1 −31 0.3 −4.2
Nda (0.51) 1.9 ± 0.7 −28 −0.2 −20.6
Nda (0.46) 2.0 ± 0.4 −23 −0.4 −13.9
N0 (0.54) −1.3 ± 0.3 −27 −0.2 −18.1

Gln ref. −1.7 ± 0.4 −25 −1.2 −17.2
CG P4 −2.0 ± 0.1 −23 −0.1 −3.4

Nda (0.42) 2.4 ± 0.2 −20 −0.2 −7.2
N0 (0.51) −1.1 ± 0.5 −24 −0.6 −14.6

His+ ref. 1.0
CG SC4-SP1-SQd −66 0.4

SC4-SP1-SQd
(off-center)

−90 0.5

Lys ref. −4.2 ± 0.7 1.0
CG C3-Qd −3.6 ± 0.1 −55 0.7

C3-Qd (off-
center)

−3.0 ± 0.3 −73 0.2

Glu ref. −7.7 ± 0.5 1.7
CG Qa −5.2 ± 0.1 −71 4.7

Qa (off-
center)

−7.2 ± 0.3 −88 4.0

Arg ref. −3.4 ± 0.7 1.5
CG N0-Qd −3.0 ± 0.1 −70 −0.2

N0-Qd (off-
center)

−2.5 ± 0.3 −89 0.2

Asp ref. −4.4 ± 0.4 3.9
CG Qa −5.3 ± 0.1 −71 4.7

Qa (off-
center)

−6.4 ± 0.4 −88 4.0

aBinding free energy difference ΔΔGWW of Wimley−White peptides
to a POPC/water interface, partitioning free energy ΔGpart between
water and oil, and dimerization free energy ΔGdim in either water or
oil. All values in kJ mol−1. Standard errors for ΔΔGWW are indicated;
standard errors are about 1 kJ mol−1 for ΔGpart and about 0.1 kJ mol−1

for ΔGdim. bItalic font denotes results for Martini 2.1; bold font is used
for the final set of parameters of Martini 2.2. In cases of polar and
charged residues, data are obtained using the polarizable water model
and Martini 2.2P. Reference (ref.) data from the sources in footnotes
c−e. cExperimental values138 with partitioning free energy of Ala set to
zero. dExperimental data.149,150 eAtomistic MD data.139 fIn case of Pro,
the first CG particle type is for the backbone.
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The new parameters do not change the already good
behavior observed with Martini 2.1P in regard to the
partitioning of the charged particles along the bilayer interface
(Figure 1). The same is true for the binding of the WW
peptides, for which the relative binding free energy is
reproduced to within 1 kBT from the experimental values for
the charged residues in both Martini 2.1P and 2.2P (Table 1).
Dimerization free energies of charged residues in water remain
also largely unaffected and in overall good agreement with the
atomistic data (Table 1).
For histidine, the charged form had not been parametrized

for Martini 2.1.14 Following the general pattern used for the
other charged amino acids in Martini 2.1 and using the
topology of neutral His, we defined a side chain topology for
His+ consisting of a three bead ring: SC4-SP1-SQd. The
bonded interactions are unchanged compared to the neutral
form, the SC4 bead is bound to the protein backbone, and the

SQd bead carries a +1 e charge. In addition to this topology in
line with the Martini 2.1 force field, we also defined a topology
for His+ where the charge was placed off-center. Both His+
topologies have a strongly negative oil/water partitioning free
energy (−66 and −90 kJ mol−1, respectively) and show very
similar membrane partitioning behavior (Figure 1) and
dimerization free energies in water and decane consistent
with the atomistic data (cf. Table 1).
We conclude that the charge off-center setup describes the

behavior of charged residues at the distance of contact more
realistically. In particular, there is a drastic improvement of the
SCA dimerization free energy in solvents of low polarity. The
off-center model will be set as the default in Martini 2.2P
(Table 1). Whether or not this approach could also improve
the description of other charged beads in Martini (e.g., lipid
head groups) remains to be tested.

Figure 1. Potentials of mean force (PMF) for side chain analogues across a DOPC bilayer interface. Each PMF was set to 0 kJ mol−1 in bulk water
and to 0 nm at the peak in the phosphate density for each bilayer. In the background, one leaflet of the DOPC bilayer is shown, with the lipids
depicted as gray lines, water as green lines, and the phosphate beads shown by yellow spheres. Black lines denote results obtained with the OPLS all-
atom force field and red/blue lines with Martini 2.1/2.2. In the case of polar and charged side chains, Martini 2.1P/2.2P is used. PMFs obtained with
the Martini 2.2 models were obtained for both leaflets and are shown as independent profiles to give an estimate of the accuracy. PMFs for neutral
His modeled with the OPLS force field are obtained for both the δ and ε protonated form (δ protonated has the lowest energy at the bilayer
midplane).

Figure 2. Potential of mean force (PMF) for Lys−Glu (left) and Lys−Lys (right) in decane. PMFs are plotted against the center of mass distance
between the side chain analogue pairs. Black/red lines are obtained with the atomistic force fields OPLS/GROMOS, green/orange/blue lines with
Martini 2.1/2.1P/2.2P. Errors do not exceed the thickness of the lines.

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct300646g | J. Chem. Theory Comput. 2013, 9, 687−697691



3.3. Improving Polar Residues Using Polarized
Particles. Just like interactions between charged beads,
interactions between polar particles (P type) in an oil-like
medium are grossly underestimated in the Martini force field.
This is evident from the dimerization free energies of the side
chain analogues in decane (cf. Table 1). In contrast to charged
particles, the absence of any charge in polar particles leaves
them blind to changes in electrostatic screening, and thus the
use of a polarizable water model has no effect. Alternatively, we
introduce embedded dipoles to polar residues, in line with the
polarizable Martini water model. Figure 3 shows the typical
setup of a “polarized” residue. It consists of one virtual site and
two real sites. The virtual site is the center of the LJ interactions
and is defined as the geometrical center of the two real sites.
The real sites carry equal partial charges of opposite sign and
interact via a Coulomb potential, except between each other.
They do not have LJ interactions. Both have a mass of 36 amu
and are bound to each other by a 0.28 nm constraint. This
bond defines a fixed dipole moment that can thus only
contribute to orientational polarization, in contrast with the
case of polarizable Martini water where the charges can move
independently. The magnitude of the embedded charges is used
as a fitting parameter, together with the particle type of the
virtual site which determines the strength of the LJ interactions.
The resulting dipole moment therefore has no direct physical
meaning. Due to the addition of electrostatic interactions, the
contribution from the LJ interactions is reduced compared to
the standard Martini model.
We fitted the parameters in the first instance by reproducing

the experimental oil/water partitioning free energies. The
results for a number of combinations of charges and bead types
are given in Table 1. The partitioning free energies are very
sensitive to the magnitude of the charges. For Thr and Ser,
charges in the range 0.3−0.4 e match the experimental data. For
Asn and Gln, slightly bigger charges of 0.4−0.55 e are required,
reflecting the higher polarity of these side chains.
We computed the dimerization free energy of polar SCA

pairs using the polarized particle type. Results are also shown in
Table 1 and compared to values obtained with atomistic force

fields. It is evident that the self-association of each of the polar
residues in an apolar solvent (ΔGdim, oil) is improved. In
particular, Asn switches from a weak (around 4 kJ mol−1) to a
strong (14−20 kJ mol−1) type of association, which is
consistent with the atomistic data. The dimerization of Thr
and Ser also improves by about 2−3 kJ mol−1. Self-association
in an aqueous environment (ΔGdim, water) is largely unaffected
and remains in good agreement with the atomistic data for all
polar side chains. Similar ΔGdim can be obtained with Nda and
N0 particle types by increasing the dipole charges in N0
compared to Nda.
We further tested the polarized side chains by considering

their partitioning behavior across a lipid membrane. The PMFs
of the respective SCAs are shown in Figure 1 and are compared
to previous results obtained using an atomistic model and
Martini 2.1. The profiles for Thr and Ser match the atomistic
data very well, as does the nonpolarized version of Martini. In
fact, Martini 2.1 is slightly better in that respect. For Asn and
Gln, however, the profiles significantly improve. Notably the
free energy minimum at the water/lipid interface is now
reproduced, although it is still too shallow. Asn and Gln require
the use of an Nda particle type to observe this minimum. In the
case of Ser/Thr, the N0 particle type is appropriate.
Finally, the binding free energy of the WW peptides,

ΔΔGWW, was calculated using the polarized side chains. The
results are given in Table 1. Overall, Martini 2.1 predicts too
weak binding of these pentapeptides as compared to the
experimental data, although the differences are less than kBT.
Perfect agreement can be obtained in the case of Ser and Thr
using a polarized particle of N0 type. For Asn and Gln, the N0
particle also gives the best results. As discussed above, the Nda
particle that is needed to reproduce the interfacial minimum of
the PMFs across the membrane actually results in too strong
binding of the respective pentapeptides by about 1.5 kBT.
The art of coarse-graining is in the compromise: one cannot

always get everything right at the same time. Here, in the case
of Asn and Gln side chains, we decide to give priority to the
partitioning profiles along the membrane normal, which show
that Gln and Asn bind strongly at the lipid/water interface. This
feature is only reproduced using an Nda particle type. One may
argue that the relative weak binding of the Gln and Asn
pentapeptides, suggested by the experimental data from
Wimley and White, is caused by the restricted orientational
freedom of the central residues. Whereas a free Asn or Gln SCA
can align its hydrophobic moment along the membrane normal,
as part of a pentapeptide this is not possible, providing a
possible explanation for the reduced binding strength.
We also tested the use of polarized particles for the neutral

form of histidine. However this change did not improve the
partitioning behavior over the membrane (data not shown),
while the oil/water partitioning free energy deviated signifi-
cantly more from the experimental value as compared to
Martini 2.1. For the topology with the best cross bilayer profile
(SC4-SP1-SNda with ±0.20 e partial charges), the partitioning
free energy was −15 kJ mol−1 versus the −20 kJ mol−1

experimentally obtained. The neutral form of His was not
tested with respect to WW peptides and dimerization free
energies. For these reasons, we decided to leave the neutral His
topology unchanged with respect to Martini 2.1.
In summary, in this section, we introduced the concept of

polarized particles to remedy some of the shortcomings of polar
residues in Martini. The final set of parameters is highlighted in
bold in Table 1. Due to the addition of charged interaction

Figure 3. Schematic drawing of a Lys−Asn−Phe peptide demonstrat-
ing the new topologies for charged and polar amino acids in Martini
2.2P. As an example of charged residues, the Lys side chain consists of
two beads, S1 and S2, carrying the van der Waals interaction. An
additional bead is introduced, S2p, which carries the full positive
charge of Lys but has no van der Waals interaction. It is bound to S2
using a 0.11 nm constraint. For polar residues like Asn, the side chain
consists of one main particle S1 carrying the van der Waals interaction.
It is a virtual site positioned in the middle of two additional sites S1n
and S1p that carry a negative and a positive partial charge and no van
der Waals interaction. Their mutual distance is constrained at 0.28 nm.
The topology of aromatic residues like Phe consists of three beads S1,
S2, and S3 and remains identical to the topology in Martini 2.1. For
each side chain, the S1 particle is bonded to the peptide backbone
bead (BB).
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sites, the new model will be slightly more expensive than the
original model. In practice the polar residues (Thr, Ser, Asn,
Gln) only constitute a very small fraction of a protein, which is
itself usually only a small part of the simulation system. The
additional costs will thus be negligible. However, the polarized
particles require the use of the polarizable version of Martini
water, which slows down the computation by up to a factor of 3
(for systems largely composed of water). Hence, in practice, the
use of polarized particles and off-center charged particles
should depend on the presumed importance of polar and
charged residues in the system of interest. Whether or not the
concept of polarized particles can be used to replace polar
particles in general, i.e., also as part of other biomolecules, is
currently under investigation. Preliminary endeavors aimed at
reproducing membrane poration energies and transition states
consistent with all-atom results, a known shortcoming of the
Martini lipid model,151 did not show much improvement yet.
3.4. Improving the Backbone of α-Helices and the

Stability of poly-Ala and poly-Gly Sequences. In the
Martini 2.1 protein force field,14 the bonded interactions (bond
lengths, bond angles, dihedral angles) were parametrized to
match as closely as possible the corresponding distributions
extracted from the protein data bank (PDB) for a large number
of protein structures (ca. 2000). To obtain a good agreement of
the relaxed CG structures with those from the PDB, the
bonded parameters for the polypeptide backbone need to
depend on the secondary structure. This dependency was
implemented in the model through the equilibrium values and
force constants of the angles and dihedrals between consecutive
backbone beads, which differ for helical, extended, or coiled
structures (Table 3 in Monticelli et al.14). For the bond
between two neighboring backbone beads, the force constant
was also made dependent on the secondary structure, whereas
the equilibrium bond length was set to 0.35 nm in Martini 2.1,
irrespective of the secondary structure. However, from the
distance distribution extracted from the PDB (Figure 3a in
Monticelli et al.14), it is clear that this approximation may hold
quite well for extended and coiled structures, but the
distribution between two backbone beads in helices peaks at
a shorter distance of about 0.31 nm. In the new Martini 2.2
force field described in this work, the distance between two
neighboring backbone beads in helical structures is set to 0.31
nm and treated by a constraint instead of a flexible harmonic
bond. This setup more accurately describes the length of helical
structures (see below) and is also more consistent with the
secondary structure dependence of the other bonded
parameters (angles, dihedrals).
Figure 4 shows the length distributions obtained from 100-ns

MD simulations of a (Leu)17 α-helix (T = 300 K, gas phase).
This poly-Leu repeat was used as a representative example of a
stable α-helix; however, the described effect is general and not
restricted to certain amino acids. In the CG simulations, the
helicity was imposed on the entire structure via the dihedral
angles, which is the standard procedure used in the Martini
force field. In the all-atom simulation, the CHARMM27 force
field152 with the CMAP153 correction was used. The α-helical
structure was stable throughout the 100 ns, with some transient
fraying of the terminal 1−2 residues. Thus, to compare all-atom
and CG simulations, we analyzed the distance between the
backbone of residues 3 and 15. Prior to analysis, the all-atom
trajectory was converted to the CG representation, although
the difference between the backbone−backbone and Cα−Cα
length distributions was negligible. Figure 4 shows that the

Martini 2.1 force field yields too long α-helices (average
distance 1.99 nm, red curve) as compared to the all-atom
simulation (1.84 nm, black curve), due to the too large distance
between neighboring backbone beads. In addition, the CG
structure appears to be slightly too flexible, with a standard
deviation of the distance distribution of 0.06 nm as compared
to 0.04 nm in the all-atom simulation. Introducing a constraint
bond length of 0.31 nm in Martini 2.2 (green curve) brings
both the average (1.86 nm) as well as the width of the
distribution (standard deviation 0.04 nm) into good agreement
with the all-atom results.
Another issue pertains to the behavior of poly-Ala and Gly

repeats. In the original parametrization of Martini 2.1, the value
of the force constant (KBB) used in the harmonic potential of
the backbone−backbone bond is a function of the secondary
structure of the residues. The relative flexibility of the loop
regions (where coil, bend, and turn classification are often
found) was modeled by a small KBB. This increased flexibility of
the bonded terms goes with the increased nonbonded
interactions of the same secondary structure types. For
instance, the coil and bend backbone particle type are P5
that has a very strong self-interaction. This combination of
bonded and nonbonded parameters led in some specific cases
to the local collapse of the protein backbone most often causing
numerical instability. The collapse of the backbone results from
the 1−3 nonbonded (LJ) interactions taking over the 1−2 and
2−3 (weakened) bonded terms. In most cases, the presence of
a side chain bead prevents backbone beads from coming close.
However, in cases in which two Gly and Ala residues are
consecutive, the bond between them would collapse to a value
of about 0.1 nm. The solution adopted in Martini 2.2 is the
systematic increase of KBB in the coil/turn/bend secondary
structure type from 200/400/500 to 1250 kJ mol−1 nm−2. This
prevents the collapse of the bonds of consecutive Gly and Ala.
To compensate for the associated decrease of flexibility, the
bending angle applied to three consecutive backbone
beads in coil/turn/bend is reduced from 25 to 20 kJ mol−1.
The new setup was tested on pentapeptides with sequences
AlaAlaAlaAlaAla, AlaAlaValAlaAla, and AlaAlaAlaAlaVal and
proved to be stable over microsecond time scales using

Figure 4. Probability distribution of the length of a (Leu)17 α-helix
obtained from all-atom simulation (CHARMM27, black curve) and
from Martini 2.1/2.2 CG simulations (red/green curves). The length
is estimated from the distance (d) between the backbone of Leu3 and
Leu15.
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conventional simulation setups. It is important to note that this
parametrization of the flexible part of proteins applies to folded
proteins and should not be taken as general parametrization for
flexible protein regions such as large unfolded domains or
intrinsically disordered proteins. In such cases, we expect that a
more elaborated parametrization would be required.
3.5. Testing of New Parameters on a Soluble Peptide.

To test the behavior of the new class of polarized and charged
particles in a soluble peptide, we ran simulations of a small 16
residue helical peptide based on the N-terminal helix of the
GCN4 leucine zipper (PDB entry code: 2ZTA). Residues 8
(Lys) and 12 (Leu) were mutated to polar Asn, bringing the
total to five polar residues (Gln4, Asn8, Asn12, Ser14, Asn16)
and six charged residues (Lys3, Glu6, Asp7, Glu9, Glu10 and
Lys14), modeled as polarized and off-center charge particles,
respectively. The helical conformation was restrained by using
the standard Martini bonded potentials for α-helices with the
changes proposed in the current work. Figure 5 shows the
histograms of the COM distances between pairs of polar (left
panel) and charged (right panel) side chains. The results are
compared to a fully atomistic simulation using the
CHARMM27 force field152 with the CMAP corrections153

and to Martini 2.1P. For the polar residues, there are two main
differences between the Martini 2.1P and Martini 2.2P. First,
the peaks observed at short distances (side chains pointing
toward each other) and large distances (side chains pointing
away from each other) shift to a smaller average distance in
Martini 2.2P, thus better matching the position of the peaks
obtained from the atomistic simulations. Second, the
distributions of the pairs (Asn12−Ser14 and Ser14−Asn16)
become narrower. However, the peak found at d ≈ 0.65 nm
(side chains pointing in the same direction) in the atomistic
Asn8−Asn12 pair is still not observed in the CG simulations. In
the case of the charged side chains, the situation is less clear.
For the oppositely charged Lys3−Glu6 and Glu11−Lys15 pairs,
the peak observed at a short distance becomes broader or
completely disappears when using Martini 2.2P. For the
oppositely (Glu6−Asp7) and equally charged (Glu10−Glu11)
direct neighbors, the same orientations are sampled with the
new parameters. For the oppositely charged Asp7−Glu10 pair,
a new orientation at close distance is sampled, thus better
reproducing the atomistic distribution.
Although the overall behavior of the side chains for this

particular peptide appear to have improved with our new
model, it is also clear that our CG model cannot capture some
of the fine details of the distributions as seen when using an
atomistic model. Additional testing is required to assess

whether or not the Martini model can be further improved in
this respect.

3.6. Implementation. To facilitate the use of the Martini
force field, an auxiliary program was developed called
martinize.py. This program offers a one-step solution for
coarse-graining atomistic structures, yielding coarse-grained
structures and corresponding topologies. The program contains
easily editable tables for mapping atoms to CG beads and for
assigning atom types and bonded parameters based on residue
and secondary structure type. The secondary structure of a
protein sequence can be specified explicitly or can be inferred
from the structure by a call to the DSSP program.154 Other
features include the possibility of specifying disulfide bridges,
adding arbitrary links between beads, and support for writing
structures and topology files using the Elnedyn155 approach.
The martinize.py script can be downloaded from http://
cgmartini.nl.
The user can also specify the version of the Martini force

field that is used: Martini 2.1 or 2.2 with standard water or 2.1P
and 2.2P in combination with polarizable water. The default of
Martini 2.2P will be the use of polarized particles to model
polar side chains and the charge off-center model for charged
side chains. Both setups can be optionally reverted to regular
particle types. A full list of parameters, indicating the changes
between the previous and current versions of the protein force
field, is provided as Supporting Information.

4. CONCLUSIONS
On the basis of recent data in which the Martini protein force
field was compared to all-atom force fields and experimental
data, we reparameterized a number of side chains. For Phe, we
now use the SC5 particle type that makes this aromatic residue
slightly more polar. Similarly, Trp behavior is improved with
the new SC5-SC5-SC4-SNd assignment. For Pro, the side chain
is made slightly more polar (C3), and at the same time the
polarity of the backbone bead is increased (P4). Furthermore,
we introduced a class of polarized particles to model the polar
but neutral Asn, Gln, Ser, and Thr residues. This greatly
improves their dimerization free energy in low dielectric
solvents. We also presented a new model for charged residues
with an off-center charge. This leads to an improvement of the
potentials of mean force between two oppositely charged
residues in an apolar medium. Both the polarized particle types
and charge offset models should be used in combination with
the polarizable Martini water model. Finally, we changed some
of the bonded parameters to provide a better description of the
length of an α-helix and to improve on numerical stability of

Figure 5. Distance distribution of the side chains of pairs of polar (left) and pairs of charged residues (right) that are part of the small helical GCN4
peptide. The distributions for the old Martini 2.1P, the new Martini 2.2P, and the all-atom CHARMM27 force field are compared.
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Gly and Ala repeats. All systems simulated in this study are
stable with time steps up to at least 20 fs.
The changes described in the current paper, combined with

the parameters from versions 2.1 and 2.1P that have not
changed, define version 2.2 and 2.2P of the Martini protein
force field. The new protein force field is still fully compatible
with the Martini 2.0 lipid and carbohydrate force fields. A
generic script has been developed in which these changes are
implemented, allowing for a straightforward setup of CG
simulations based on an atomistic input structure. Further
testing is required to verify whether or not the changes
proposed here are generic improvements. With the help of
many Martini users around the globe, we are constantly trying
to further optimize the model. Planned changes include a
change in form of the nonbonded interaction potential to
improve the surface tension of polar solvents and reduce the
general over structuring seen with the current force field, as well
as the introduction of polarized particles in the peptide
backbone that will allow secondary structure transitions to
occur.
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