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Giuseppe Vitiello 

The Brain and its 
Mindful Double 

Abstract: In the past decade Walter Freeman has contributed to the 
development of the dissipative quantum model of the brain and its 
testing against laboratory observations. In this paper the model is 
briefly reviewed with particular reference to the brain–mind relation 
and its quantum gauge field structure which determines the macro-
scopic functional behaviour of the brain. Memory appears to be 
memory of meanings constructed by learning which results from 
intentional actions. The consciousness act finds its realization in the 
unavoidable adjustments (dialogues) in the brain/environment (brain/ 
Double) relation, out of which the aesthetic experience is generated 
when the harmonious to-be-in-the-world is realized. Criticality, 
fractal self-similarity, chaoticity are manifestations of the coherent 
gauge field dynamics characterized by the free energy minimization 
condition. 

I met Walter Freeman for the first time in 2000, at a conference in the 
United States, where he gave a plenary lecture on mesoscopic brain 
dynamics. He presented his laboratory observations of the formation 
of domains of a large number of coherently oscillating neurons 
(Freeman, 1975/2004; 2000). His presentation induced me to think of 
the formation of ordered patterns in condensed matter and elementary 
particle physics — a subject on which I had a couple of papers. It 
reminded me also of Umezawa’s writing, namely that ‘memory is a 
printed pattern of order supported by long-range correlations’ 
(Umezawa, 1995). Remarkably, in his talk Freeman was stressing the 
role played in brain activity by two ingredients, which are also present 
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152 G.  VITIELLO 

in the Ricciardi and Umezawa (1967) many-body model for the brain: 
the notion of field and the notion of coherence. In neuroscience both 
notions date back to two giants; the notion of field to Karl Lashley in 
the 1940s (‘…Yet, all behavior seems to be determined by masses of 
excitation… within general fields of activity, without regard to 
particular nerve cells…’ — Lashley, 1948), and the notion of coher-
ence to Karl Pribram in the 1960s, inspiring his holographic picture of 
brain activity (Pribram, 1966; 1971; 1991; 2013). Although, of course, 
the notions of field and coherence are popular among physicists 
working in quantum field theory (QFT), they are still not so popular in 
biology and neuroscience, where the atomistic view of assembling 
little components together has been prevailing on the search of 
dynamical laws controlling the cooperative behaviour of myriad 
microscopic components (Freeman, 2014). 

At once, thus I also realized that another giant in neuroscience was 
Walter Freeman, who, in the era of the paradigm of ‘neural pulses’, 
was daring to talk of dynamical widespread neuronal cooperation in 
terms of fields. Suddenly, it appeared obvious to me that the picture of 
the brain is not the one of a Christmas tree with little randomly 
flashing lights, as it might appear from studies focused on the indi-
vidual firing of nervous cells, or in the use of computer analogies — a 
warning already put forward by John von Neumann in his The Com-
puter and the Brain: ‘…the mathematical or logical language truly 
used by the central nervous system is characterized by less logical and 
arithmetical depth than what we are normally used to… We require 
exquisite numerical precision over many logical steps to achieve what 
brains accomplish in very few short steps…’ (von Neumann, 1958). 

I met Walter again in 2003, at a conference organized by Harald 
Atmanspacher in Germany (see his contribution in this issue). On this 
occasion, during the coffee break of the first morning of the con-
ference, I tried to present to him My Double Unveiled, a small book of 
mine on the dissipative quantum model of brain (Vitiello, 2001). 
Walter was very kind, looked at the book cover, put it in his bag, said 
thank you, but also added that all that he was observing in his lab was 
classical, ‘not quantum’. That was the end of our not-even-started 
discussion. However, I noticed that after my talk in one of the con-
ference sessions, a light was shining in his eyes, which I felt was a 
little more friendly than his cold words of the first conference day. 

One year later, he had to come to Rome for a conference and he 
wrote me asking to stop in Salerno for a couple of days to talk about 
‘My Double’. I do not remember if I was more happy or more 
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surprised. In any case, at the end of our first meeting day in Salerno, I 
told him: ‘Very good, since I am a theorist, you will be my experi-
mentalist.’ Of course, I was joking; we both knew that he was much 
more than that… However, it was true that without the attempts to fit 
the laboratory observations made by Walter and by other neuro-
scientists, the QFT dissipative model of the brain would simply 
remain a mathematical model, not a physical one. 

The title of our first paper, rather than a title, was actually a research 
programme: ‘Nonlinear Brain Dynamics as Macroscopic Manifesta-
tion of Underlying Many-Body Dynamics’ (Freeman and Vitiello, 
2006). We agreed to use ‘many-body dynamics’ instead of ‘quantum 
field dynamics’. Physicists know that they are equivalent words in 
QFT; Walter said that the use of ‘many-body’ would be less scary 
than using ‘quantum field’… For me it was a tribute to Ricciardi and 
Umezawa, whose paper had the title ‘Brain Physics and Many-Body 
Problems’ (Ricciardi and Umezawa, 1967). In the paper, after 
discussing the impossibility that electric and magnetic fields or elec-
tromagnetic ones, or ionic diffusion, might induce the synchronous 
neuronal oscillations observed over large distances in brains, we 
concluded that: 

…As a reasonable alternative we turn to the mathematical machinery of 
many-body field theory that enables us to describe phase transitions in 
distributed nonlinear media having innumerable coexisting and over-
lapping ground states, actual and potential. One might wonder about the 
necessity and the correctness of using many-body field theory in 
treating brain dynamics. The common belief is that, if physics has to be 
involved in the description of brain dynamics, classical tools such as 
non-linear dynamics and statistical mechanics should suffice. However, 
many-body field theory appears to us as the only existing theoretical 
tool capable to explain the dynamic origin of long-range correlations, 
their rapid and efficient formation and dissolution, their interim stability 
in ground states, the multiplicity of coexisting and possibly non-
interfering ground states, their degree of ordering, and their rich 
textures relating to sensory and motor facets of behaviors. It is historical 
fact that many-body quantum field theory has been devised and con-
structed in past decades exactly to understand features like ordered 
pattern formation and phase transitions in condensed matter physics that 
could not be understood in classical physics, similar to those in the 
brain. (Freeman and Vitiello, 2006) 

The research programme suggested by the title of the 2006 paper has 
been carried on until the 24 April 2016. Step by step, we have been 
considering many observations made, not only by Walter, in 
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154 G.  VITIELLO 

neuroscience labs, and have tried to describe them in the QFT 
dynamical frame of the dissipative quantum model. 

During those same years, Walter had been continuing the explora-
tion of the K-sets formalism (Kozma and Freeman, 2009) with Robert 
Kozma, writing papers with many of his former and new collabora-
tors, opening new research directions such as, for example, in 
renormalization group theory with Cao (Freeman and Cao, 2008), 
writing books, travelling for conferences, etc. in an extremely dense 
activity, rich of new achievements and always open to listening and to 
studying what was going on in neuroscientific theoretical and experi-
mental research; always with his peculiar ability of penetrating into 
the details without falling into the trap of naturalism, the pure 
collection of data, as in the enlightenment illusion of reducing knowl-
edge to an encyclopaedia. Naturalism is of course absolutely 
necessary in order to undertake and follow the route towards knowl-
edge. It is, however, not a sufficient condition for constructing knowl-
edge. One needs to supplement the data collected in the encyclopaedia 
with the study of the dynamics, the forces, and the correlations linking 
together the data, giving them a meaning, going from the syntactic 
level to the semantic level. Only then does one make Science. 

Such an exercise carried out by Walter, of going back and forth 
from data to their comprehension, has not seldom created difficulties 
and opposition to his work by those focusing their attention solely at 
the naturalistic stage, on specific aspects of nerve cells or on computer 
simulations of some computational aspects supposed, but not proved 
(von Neumann, 1958), to belong to natural brain activity. I was really 
amused by Walter’s reply to a referee report on one of our papers: 
‘Thank you for your editorial efforts on our behalf. It appears that 
[your journal] is stony ground for our thesis. Your reviewers have 
helped to clarify for us how wide the gulf is between ourselves and the 
authors they have cited, all of whom are personal friends of mine as 
well as esteemed colleagues, but working in another garden.’ 

As a matter of fact, one strong link between me and Walter has been 
that we not only shared our own common garden, but we also and 
especially shared the freedom to move without boundaries with great 
curiosity in watching what was going on in neighbouring gardens. It is 
‘normal’, for example, that in the reference lists of Freeman’s papers 
are cited papers by authors that never cite Freeman’s works. Science is 
of course a human activity, including also all the consequent defects 
and limitations of human behaviour. Sometimes, I received from some 
colleagues the complaint, also with a not small dose of intolerance, 
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that Freeman was ‘much too open’ to different approaches and tools, 
which, according to them, is a waste of time and energy since a lot is 
already known about the brain, for example from computer simula-
tions. These complaints give the measure of how deep the cultural gap 
is between these people closed in their gardens and Walter Freeman. 
He had been in fact a living example of the Galilean man, so well 
depicted by Gramsci in one of his Quaderni del carcere: in ‘a 
scientific discussion… the most “advanced” thinker is he who under-
stands that his adversary may express a truth which should be incorpo-
rated in his own ideas, even if in a minor way. To understand and 
evaluate realistically the position and the reasons of one’s adversary 
(and sometimes the adversary is the entire thought of the past) means 
to have freed oneself from the prison of ideologies, in the sense of 
blind fanaticism’ (Gramsci, 1932/1977). At the 2007 conference in 
Berkeley, celebrating his 80th birthday, Walter ‘confessed’ that 
‘…trying to understand brain function that way [by linear analysis] 
was like trying to cross an ocean in a dugout canoe… In the following 
30 years I have explored the design of foundations for ocean 
crossings’ (Freeman, 2007). 

Memory is not Memory of Information, 
it is Memory of Meanings 

One particular aspect of the dissipative quantum model that attracted 
Walter’s interest is the possibility of linking the field concept to the 
continual interaction of the brain with its environment. The mathe-
matical formalism requires that in order to study an open system, as 
the brain is, one must also consider what is outside the system, namely 
its environment, and the system–environment interaction. Such an 
interaction consists effectively in a permanent dialogue of the brain 
system with its environment, a sort of continual, reciprocal adjustment 
aimed to the most harmonious being-in-the-world. A feature, this last 
one, which actually relates much of Freeman’s thinking to the thought 
of phenomenologists such as Merleau-Ponty (1945/1962; Dreyfus, 
1999). Here the brain system denotes the brain not solely in its 
physiological, anatomical characterization, but rather as a global 
effective body control system, including the plurality of perception 
channels and motion controlling apparatus. The world, including the 
internal world as seen, perceived by the brain, is its Double, its ‘por-
trait’; like the portrait of a photographer is offered by the collection of 
the photographs made by him. Actually, in the model formalism, the 
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156 G.  VITIELLO 

Double is the time-reversed copy of the subject, since the energy 
fluxes out-going from the brain are in-going in the environment, and 
vice versa. The arrow of time (pointing forward) for the brain and the 
one for the environment are thus each other reversed, similar to the 
reversal of the image of an arrow in a mirror. The present mirror is, 
however, a ‘time-mirror’. The openness, or dissipative character, of 
the brain implies indeed that an energy source in the brain finds an 
energy sink in the environment, and vice versa. 

The Double is thus the brain’s time-reversed copy, its image in the 
time-mirror. The consciousness act finds its realization in their 
dialogue, the permanent adjustment of the two (Vitiello, 1995; 2001). 
In the QFT formalism of the model, the search for the harmonious 
adjustment between the two is described by the gauge invariance 
property of the brain/Double system. It has indeed been shown that the 
doubling of the degrees of freedom which characterizes the QFT treat-
ment of dissipative systems (Celeghini, Rasetti and Vitiello, 1992) is 
equivalent to the gauge theory structure of the theory (for the formal 
details of the derivation see Celeghini et al., 1992; 1993). The 
‘dialogue’ is thus formally described by gauge transformations and the 
continual search for harmonious adjustment finds its formalization in 
the gauge invariance of the model. 

Summarizing, in the gauge theory paradigm of QFT, the Double is 
the brain’s self-portrait, its image in the mirror in time. The continual 
balancing of the energy fluxes at the brain–environment interface 
formally describes the dynamical matching brain–Double and it 
allows the continual updating of the meanings of the flow of informa-
tion reciprocally exchanged between the two. Walter Freeman has 
much stressed this crucial point in the brain’s functional activity, 
namely the formation of meanings out of its perceptual experiences 
(Freeman, 2001; Freeman et al., 2003a–c; Freeman and Rogers, 2003; 
Kay and Freeman, 1998). ‘By repeated trial-and-error each brain con-
structs within itself an understanding of its surrounding, which consti-
tutes its knowledge of its own world that we describe as its Double’ 
(Freeman and Vitiello, 2008). What brains really do is to construct 
meanings: memory is not memory of information, it is memory of 
meanings. 
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Perception, Symmetry Breakdown, 
and Fractal Self-Similarity 

In the dissipative model, the QFT formalism implies the formation of 
extended domains of coherently oscillating neurons (Vitiello, 1995; 
2001; Alfinito and Vitiello, 2000). These are in fact the amplitude and 
phase modulated (AM and PM) assemblies of myriad neurons 
observed in the laboratory by Freeman and other neurophysiologists. 
As in the Ricciardi and Umezawa model, in the dissipative model the 
perceptual inputs produce in the brain the spontaneous breakdown of 
the symmetry (SBS) of the electric dipoles of biomolecules and water 
molecules (these represent more than 95% of the present molecules). 
These dipoles are the quantum variables of the system. In the model, 
neurons, glia cells, and their subcellular components are classical 
objects, not quantum objects. The symmetry which is broken is the 
dipole rotational symmetry (before the breakdown of symmetry the 
dipoles can point in any direction and their oscillations are not ‘in 
phase oscillations’) (see Appendix A). 

In fact QFT predicts that the consequence of SBS is the dynamical 
formation of extended domains of long-range coherent correlations, 
called Nambu-Goldstone (NG) waves or quanta (see Appendix A). In 
the brain, this QFT coherent condensation process promotes the 
observed synchronously oscillating AM neuronal assemblies, their 
rapid onset, and their (irreversible) succession. The background of 
coherent condensation facilitates neuronal interaction and the estab-
lishing of dendritic and axonic connections, including interactions 
between spikeless neurons, gap junctions, ephapsis, etc. (Anastassiou 
et al., 2011; Arvanitaki, 1942; Steriade and Amzica, 1994; Grundfest, 
1959), not excluding pulses as carriers of neural information, so to 
produce the observed AM neuronal assemblies. In particular the 
model predicts, consistently with experimental observations, that an 
input of very low energy, in a proper range of phase values, is 
required to excite AM correlated neuronal patterns, that these have 
large diameters (with respect to the sizes of the component nervous 
cells), and that there is a lack of invariance of AM patterns with 
invariant stimuli. Moreover, predicted are the occurrence of (near-
zero) null spikes in phase transitions, the insurgence of phase singu-
larities, and a number of other features, such as e.g. the occurrence of 
phase gradients, the formation of vortices, the constancy of the phase 
field within the frames, and so on. 
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158 G.  VITIELLO 

One further aspect which is relevant in Walter’s observations and 
analysis is the self-similarity in background brain activity as suggested 
by power-law distributions of power spectral densities derived from 
ECoGs data. Self-similarity is the ‘most important property’ of fractal 
structures (Peytegen, Jürgens and Saupe, 1986). Self-similarity in 
brain activity, observed also by other research groups (Gireesh and 
Plenz, 2008), deserves particular attention since it is a common feature 
which appears in a large number of natural phenomena and systems, 
in biology and in physics in general. Remarkably, the occurrence of 
fractal self-similarity in so many different phenomena turns out to be 
related to the coherent state dynamics underlying them. In particular, 
one can show (Vitiello, 2009; 2012; 2014; Freeman et al., 2015) that 
an isomorphism exists between fractal-like self-similarity and 
deformed coherent states (known to be squeezed coherent states in 
quantum optics). The dissipative quantum model which implies 
coherent brain dynamics at a basic level thus also implies self-
similarity in brain functional activity (Vitiello, 2009). 

Criticality, Free Energy, and Chaos 

Above I have mentioned the doubling of the degrees of freedom 
required to set up the QFT formalism for an open system. Such a 
technique has indeed been developed to formulate thermal field 
theories in QFT (Umezawa, 1993). The dissipative model of the brain 
thus introduces temperature, entropy, and other thermodynamic 
features in brain studies in a very natural way since its basic founda-
tion (Vitiello, 1995, 2015a,b; Freeman, 2015). The free energy 
functional (Vitiello, 1995) and its minimization in the brain states at 
time t, in the quasi-equilibrium approximation, turns out to be a con-
stitutive aspect of the dissipative model. Free energy has been con-
firmed to play such a crucial role in brain modelling in all subsequent 
studies (Freeman and Vitiello, 2006; 2010; 2016, Freeman et al., 
2012; Capolupo, Freeman and Vitiello, 2013; Pessa and Vitiello, 
2003; 2004; Vitiello, 2001; 2004b; 2008; 2009; 2015a; 2017), as 
confirmed also by other authors (e.g. Friston, 2010). Of course, this 
simply reflects the relevance of free energy in the evolution of thermal 
systems. In nonlinear dynamical systems (including brains) the free 
energy functional in the variational approach, given by the 
Bogoliubov inequality at the elementary component level (for formal 
details see Mańka, Kuczynski and Vitiello, 1986; Blasone, Jizba and 
Vitiello, 2011), turns out to be the effective Lagrangian, or the 
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generalized Ginzburg-Landau functional at a classical level (see also 
Freeman et al., 2012). It thus describes the system’s macroscopic 
(classical) behaviour derived from the microscopic dynamics. 

Metabolic energy is dissipated by brain at rates ten-fold greater rates 
than in any other organ. In brains there is constant perfusion with 
arterial blood and venous removal to dispose of substantial waste heat, 
keeping temperature nearly constant, which actually happens in 
mammalian brains. Indirect measures of the rates of dissipation (blood 
flow, oxygen depletion) are therefore an important resource in brain 
imaging (Freeman and Quian Quiroga, 2013). In the dissipative 
model, energy dissipation as heat manifests itself as disappearance/ 
emergence of coherence. Dissipation in fact allows the forming of 
(infinitely) many different ground states, which guarantees high 
memory capacity (Appendix B). Memories are created and updated 
through phase transitions from a gas-like ground state to a liquid-like 
condensate. We see then how relevant in this respect the gauge 
structure of the model is and the role played by the minimization of 
free energy — F, dF = 0 — in the quasi-equilibrium approximation 
(Appendix B). In the continual interaction of the system (brain) with 
its environment, any perturbation taking it away from the free energy 
minimum produces the reshuffling of the entropy S and of (internal) 
energy E, according to dF = dE – dS/β = 0, with β the inverse 
temperature. This is achieved through repeated transfers, constrained 
by the minimization of free energy, of mesoscopic energy to micro-
scopic energy and vice versa. As a result we have heat dissipation, 
dQ = dS/β, and, in turn, changes in the NG condensate, with effects on 
the neural dynamics (Freeman and Vitiello, 2010; Capolupo, Freeman 
and Vitiello, 2013; Raichle, 2006). The changes in the energy and in 
the entropy, constrained by the minimization of free energy, acts 
therefore as a regulatory process aimed at the optimization of ordering 
in the brain activity, namely in the appearance (disappearance) of the 
AM neuronal patterns. 

In conclusion, free energy minimization, which amounts to nothing 
but action minimization in view of the equivalence of F with the 
generalized Ginzburg-Landau functional, relates the basic microscopic 
dynamics of the brain to the behavioural response of the system to the 
perceptual (macroscopic) experience. We also observe that the differ-
ence between the entropy of the system and the one of the Double is 
constant in time, expressing indeed the continual dynamical matching 
of the fluxes. These processes are actually taken in care by the 
doubled degrees of freedom, which play the same role of a gauge field 
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160 G.  VITIELLO 

freedom. In this way an intricate interrelation emerges among the QFT 
gauge structure of the reciprocal brain–Double nonlinear interaction 
and its thermodynamic properties (Vitiello, 1995). 

In all this, one crucial aspect is criticality. The model implies that 
there is a permanent brain–environment entanglement. One con-
sequence of this is that fluctuating random forces continuously enter 
the brain–environment coupling, producing observed continual per-
turbations involving all areas of the neocortex. These perturbations 
induce myriad local phase transitions, which are dynamically counter-
acted so as to maintain the cortex in a state of conditional stability 
(metastability; Bressler and Kelso, 2001; Freeman and Vitiello, 2008). 
In the processes of phase transitions, however, in a lapse of time 
before a new (quasi-)stable configuration is obtained, the dynamics 
shows criticality that manifests in the formation of non-homogeneous 
structures with topological non-trivial singularities (such as observed 
vortices, null spikes, phase cones (Freeman and Vitiello, 2008; 2010), 
hippocampal sharp wave-ripples (Buzsӓki, 1986; 2006)). 

Criticality is therefore a very important feature in brain neuronal 
dynamics. In the model, the process of phase transitions through 
different coherent condensate densities is described in terms of 
classical chaotic trajectories in the space of the coherent states 
(Vitiello, 2004a; Freeman and Vitiello, 2006; Pessa and Vitiello, 
2003; 2004; Hilborn, 1994; Abraham and Marsden, 1978). Chaos 
plays a role at many levels in the cortical functional organization 
(Liljenstrӧm, 2016). In his famous paper published in Scientific 
American in 1991, Freeman was in fact stressing his discovery 
(Skarda and Freeman, 1987; Tsuda, 2001) of the role of chaoticity in 
brain functioning: ‘Indeed, it may be the chief property that makes the 
brain different from an artificial-intelligence machine… One profound 
advantage chaos may confer on the brain is that chaotic systems 
continually produce novel activity patterns. We propose that such 
patterns are crucial to the development of nerve cell assemblies that 
differ from established assemblies’ (Freeman, 1991). 

The Classical Blanket and 
the Aesthetic Experience 

Since the brain is a permanently open system, the flux of perceptions 
cannot be stopped: this produces an incessant renewal of the vision of 
the world with consequent temporary departure from the free energy 
minimization condition, dF = 0, due to the unbalancing of the 
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matching with the Double. The dimension of the functioning of the 
brain is therefore one of surprise, of astonishment (Vitiello, 2004b) — 
‘and suddenly, all at once, the veil is torn away, I have understood, I 
have seen’ (Sartre, 1948/2006) — and of the Now, the dimension of 
the present, the time that stops his course in the photographer surprise: 
‘when at the precise instant an image suddenly stands out and the eye 
stops’ forcing ‘the time to stop his course’ (Prete, 2003; Vitiello, 
2015a). In our trade-and-play with our Double this also allows us to 
re-establish, although never in a definitive way, the harmonious ‘to-
be-in-the-world’, in which consists the aesthetic experience (Desideri, 
1998), and to which we are constantly aimed. All of this happens at 
the macroscopic, classical level of the brain’s functional activity. 

The important lesson is thus that the dissipative quantum model 
describes how the underlying quantum dynamics leads to classical 
phenomena of the cellular biochemical activity of neurons, synapses, 
and glia cells, as phenomenologically observed in laboratories. In this 
way, many kinds of topologically non-trivial solutions of classical 
field equations (e.g. vortex solutions, phase cones, etc.) are described 
in terms of microscopic boson condensates (for a detailed discussion 
see Freeman and Vitiello, 2008; 2010; Freeman et al., 2012). More-
over, one can show in an explicit way how the gauge structure of the 
formalism manifests itself at the classical level (Vitiello, 1995; 2001; 
Freeman and Vitiello, 2006). As mentioned above, sequences of phase 
transitions are described in terms of classical trajectories in the space 
of the coherent states. Classicality appears thus as a classical blanket 
(Freeman and Vitiello, 2006; Vitiello, 2004a) covering the underlying 
quantum dynamics in brain activity. It is remarkable that the classical 
level is not reached by the so-called classical limit in quantum 
mechanics (the Planck constant h → 0). Classicality in QFT is the 
macroscopic manifestation of the quantum coherent dynamics which 
is possible just because h is different from zero. Classically behaving 
macroscopic quantum systems are thus obtained, whose classical 
behaviour cannot be understood without recourse to the quantum 
dynamics (Umezawa, 1993; Vitiello, 1995; 2001; 2016; 2017; 
Blasone, Jizba and Vitiello, 2011) (see Appendix A). 

Matter and Mind 

In laboratory multichannel recordings of ECoG signals, Freeman 
observed the formation of imploding and exploding conical phase 
gradients and the occurrence of a sequence of null spikes (Freeman, 
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2004a,b; 2005a,b; 2006). Between null spikes the cortical dynamics is 
(nearly) stationary for intervals, called frames (like in a cinemato-
graphic display), of about 60–160 ms. The location of the apex of the 
phase cone is fixed in a frame, but varies randomly from each frame to 
the next. The slope of the cone (phase gradient) also varies randomly 
between frames. Remarkably, the direction of the gradient is either 
negative (outward from maximum lead at the apex, explosion) or 
positive (inward from maximum lag at the apex, implosion), and often 
shows vortex rotation either clockwise or counterclockwise. The dissi-
pative model describes such phase cones and their dynamical origin in 
the process of non-instantaneous phase transitions. The model predicts 
the existence of singularities associated with the apex of the phase 
cone. For details see Freeman and Vitiello (2010). The exploding 
gradient could be explained in neurodynamics, for example in terms 
of a pacemaker. However, in the conventional framework there is no 
explanation of the imploding gradient, nor of why both gradients, the 
positive and the negative one, occur, one or the other at random. 

In the dissipative model, as already observed, we work with the t > 
0 time direction, say the arrow of time pointing forward in time, and 
also with its time-reversed image (the Double). This corresponds to 
operating with retarded Green’s functions, which allow us to describe 
what happens at a time t0 (say the present) in terms of what happened 
at a past time t < t0; or with advanced Green’s functions describing the 
occurrences at t0 in terms of events at a future time t > t0. The 
imploding/exploding phase cones observed in the laboratory may be 
thus described adequately in the dissipative model. 

We then postulate that ‘the AM patterns in forward thermodynamic 
time implements action (matter), while the time-reversed copy 
(mirrored time) governs perception (mind, awareness). They are 
entangled dynamical modes that we distinguish by patterns of phase 
modulation that accompany the AM patterns in the electrocortico-
gram’ (Freeman and Vitiello, 2016). 

Our proposal of mind and mental activity generated by neural 
dynamics is therefore based on the observation that the neuropil can 
operate in both forward and reverse time (the Double), evolving 
‘along parallel time lines, one corresponding to reconstructing the past 
in remembering, the other forecasting environmental trends by 
extrapolation into the future in predicting’ (Freeman and Vitiello, 
2016; 2010). The scenario needs to include the dynamics of a con-
tinuous neural field in brains in addition to discrete neural firing of 
pulses (Freeman, 1991; 2015; Kozma and Freeman, 2016; Freeman 
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and Quian Quiorga, 2013; Wright, 2009). As seen above, the classical 
behaviour of the system cannot be explained without recourse to the 
underlying many-body dynamics. 

We know from observations that brains operate through the action–
perception cycle, constructing knowledge ‘by acting into the environ-
ment to confirm or reject hypotheses imagined from memory’ 
(Freeman and Vitiello, 2016). This is the level where one realizes how 
crucial the formation of meanings out of perceived information is for 
brain activity. Meanings are formed from learning which results from 
intentional actions. The correctness and credibility of a meaning is 
then tested on the basis of the appropriateness of the action derived 
from it (behavioural changes, consequences), which is the content of 
the concept of pragmatic information (Atmanspacher and 
Scheingraber, 1990). 

The action–perception cycle finds thus its realization within the 
brain dimension of ‘intentionality’. In this respect, Freeman was 
greatly inspired by Aquinas (Freeman, 2008) and it has been 
suggested that the action–perception cycle provides the realization in 
the neurosciences of the Merleau-Ponty intentional arc (Merleau-
Ponty, 1945/1962; Dreyfus, 1999). 

In order for brains to perform actions in the environment able to 
secure their survival, hypotheses are needed about the surrounding 
world and its evolved state in the future, when actions will be actually 
performed. The Double is the one able, by time-reversal, to ‘prefigure’ 
in the present what will be the future state of the environment. Such a 
state, however, is imagined (hypothesized) on the basis of (remember-
ing) past actions and past perceptual experiences. The mirror copies of 
neural patterns (time-reversed phase cones observed in the laboratory) 
are thus dynamical systems, which the Double produces and uses to 
formulate its hypotheses and predictions. We experience them as 
perception of the world, and test these hypotheses and predictions 
with our actions. The Double is therefore ‘a massively coherent, 
highly textured brain activity pattern’ (Freeman and Vitiello, 2016) 
that by replaying the past can prefigure (predict) the future. Therefore 
‘the Double is mind, yet it is completely entangled with brain matter 
that is shaped in the original AM pattern’ (ibid.). There is no possi-
bility to separate mental activity and brain activity. The many-body 
model shows that they are dynamically entangled in the coherent 
states (Vitiello, 2001; Freeman and Vitiello, 2006). Brain–mind is not 
a dual-aspect representation or manifestation of some basic, 
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mysterious, underlying reality. The brain–mind system is a physical 
undividable system. 

In conclusion, I have presented a brief review of the results obtained 
in twelve years of collaboration with Walter Freeman. More details 
can be found in the works listed in the bibliography. There is a long 
way to go at the theoretical and experimental level. Scientific research 
never rests on the work of a single man, it is always a collective 
thinking adventure. The important point is that a direction for ‘ocean 
crossing’ has been pointed out. 
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Appendices 

A. Macroscopic Quantum Systems 

In the early 1960s it became clear among QFT physicists how ordered 
patterns could be dynamically generated in condensed matter physics 
(e.g. in superconductors, crystals, ferromagnets). ‘Dynamically’ 
means that, for example in a crystal, atoms are not ordered by fixing 
them in their lattice positions by short range forces (arising between 
neighbouring atoms). The possibility was discovered, instead, that in 
the (disordered) collection of atoms there could arise long-range 
correlations, or waves, as the system’s reaction to an external, even 
weak but ‘in phase’, input. These long-range correlations among the 
atoms are responsible for their ordering in the crystal pattern. The 
transition from the symmetric, or disordered, gas-like, collection of 
atoms to the ordered crystal pattern can be then described: order is 
lack of symmetry. The external input produces thus the spontaneous 
symmetry breakdown (SBS). The term ‘spontaneous’ refers to the fact 
that the system autonomously, i.e. under the action of its own internal 
dynamics, reacts to the input, entering the ordered (non-symmetric) 
phase. The quanta associated with the long-range correlations are 
called Nambu-Goldstone (NG) modes or quanta (Goldstone, Salam 
and Weinberg, 1962). They are boson quanta, meaning that a number 
of them, even with the same quantum identifying properties (quantum 
numbers), may sit in the same state. One then says that they are 
condensed in that state. The NG quanta have zero mass, thus at their 
lowest kinetic energy they do not contribute to the condensed state 
energy. This explains why such condensed NG states are quite stable 
states. 

Due to their zero mass, NG quanta may propagate without inertia 
over large domains of elementary components, which indeed accounts 
for the long range of the correlations. They are therefore collective 
modes, shared by the whole ordered pattern. The observation of NG 
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collective modes is widely confirmed in experiments in condensed 
matter physics. They are called phonons in crystals (elastic wave 
quanta), magnons (spin wave quanta) in ferromagnets, etc. 

The system of atoms may thus live in their symmetric, disordered 
energy state (called the symmetric vacuum state), as well as in the 
crystal ordered energy state (the ordered vacuum state). For instance, 
by tuning the temperature, the system may enter, driven by its own 
internal dynamics, a process of phase transition, from symmetry to 
order, and vice versa. The permanence time (life-time) of the system 
in the dynamical regime of the symmetric phase or the one of the 
ordered phase depends on a number of parameters specific to the 
system under study and on the external environment in which it is 
embedded. It may be very long or quite short. Ordered states may 
survive in a wide range of temperatures, from very high to very low 
temperatures; for example, diamond melts, i.e. its crystal ordering is 
lost, at about 3550°C in the absence of oxygen; common kitchen salt 
NaCl melts at 804°C; the coherence of elementary iron magnets is lost 
at 770°C; for some niobium superconducting compounds the critical 
temperature is –252°C. 

In conclusion, the NG condensation produces macroscopic (long-
range correlated) patterns. In this sense we have therefore ‘macro-
scopic quantum systems’, namely, as a result of the boson condensa-
tion we have a change of scale: from micro to macro (Umezawa, 
1993). This is a quantum effect, not attainable in a classical physics 
approach. 

These phenomena do not occur in quantum mechanics (QM). Con-
trary to QM, in QFT there exist many physically non-equivalent 
spaces of states which may describe different phases accessible to the 
system (the von Neumann theorem — von Neumann, 1955; 
Umezawa, 1993; Blasone, Jizba and Vitiello, 2011), i.e. dynamical 
regimes with physically distinct properties; a crystal phase behaves in 
quite a different way than the gas-like phase, indeed. If one wants to 
describe e.g. a crystal and its possible phase transitions, one needs 
QFT. 

B. The Dissipative Quantum Model of the Brain, 
its Gauge Field Structure, and Free Energy 

In the Ricciardi and Umezawa (RU) model (Ricciardi and Umezawa, 
1967; Stuart, Takahashi and Umezawa, 1978; 1979) and in its 
extension to dissipative quantum dynamics (Vitiello, 1995), neurons, 
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glia cells, and other cellular biological entities are classical objects. 
The quantum entities and variables are the quantum excitations of the 
molecular electrical dipoles. All the biological macro-molecules in 
brains and in biological systems in general are endowed with electrical 
dipoles characterizing their physical and chemical properties. More-
over, all of it is embedded in the water matrix, without which there is 
no brain or biology in general. Water molecules are in weight about 
the 70% of the whole molecular content. In number water molecules 
are more than the 95% of the present molecules. One cannot even 
think to talk about the brain or living matter without considering the 
role of water molecules. 

In the original RU model the main problem to be solved was to 
obtain a collective mode describing the transition from a multitude of 
elementary components to a system with global behaviour: 

First of all, at which level should the brain be studied and described? In 
other words, is it essential to know the behavior in time of any single 
neuron in order to understand the behavior of natural brains? Probably 
the answer is negative. The behavior of any single neuron should not be 
significant for the functioning of the whole brain, otherwise higher and 
higher degree of malfunctioning should he observed… the activity of 
any single neuron is not significant, but rather the patterns of activity of 
clusters of them; what is important is only a ‘quantity’ somehow related 
to the activity of the whole cluster, which does not change appreciably 
as function of the number of alive neurons belonging to that cluster… 
the existence of similar and almost simultaneous responses in several 
regions of the brain (a kind of long-range correlation) to a particular 
stimulation technique does not find any explanation in terms of activity 
of the single nerve cells: new non-classical mechanisms have to be 
looked for… it is strongly suggestive of a quantum model. In other 
terms, one can try to look for specific dynamical mechanisms (already 
known in physics of many degrees of freedom) which can satisfy the 
essential requirements of the observed functioning of the brain. 
(Ricciardi and Umezawa, 1967) 

The idea is then that external inputs reaching the brain through the 
perception channels may induce the breakdown of the symmetry, with 
consequent formation of an ordered state as the result of the NG boson 
condensate. Such a condensation represents in the model the printing 
of the memory of the triggering input. Memory recall is obtained by a 
similar input exciting the condensed bosons. 

In 1983 Del Giudice et al. (1983; 1985; 1986; 1988a,b; Del Giudice 
and Vitiello, 2006), inspired by Fröhlich’s work (Fröhlich, 1968), 
proposed a model for living matter based on the quantum gauge field 
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theory paradigm, with breakdown of the rotational symmetry of the 
molecular electrical dipoles. In 1992 Jibu and Yasue (1992; 1995; 
Jibu, Pribram and Yasue, 1996) proposed that in the RU model the 
electrical dipole rotational symmetry was the one getting broken by 
the external input. 

The problem with the RU model was, however, the reduced memory 
capacity. Any subsequent input produces a further symmetry breaking 
with consequent NG boson condensation and overprinting of the new 
memory on the previously recorded one, which thus gets cancelled. 
However, if one considers that brains are open dissipative systems, 
then the QFT formalism for such systems implies that the dynamics 
involves infinitely many unitarily inequivalent spaces of the states. 
One can thus record different memories in different, not interfering, 
spaces, which indeed solves the overprinting problem of the RU 
model. The richness of the QFT structure thus proves to be essential 
for the modelling of brain dynamics. In this respect, the dissipative 
quantum model of the brain is substantially different to other models 
based on quantum mechanics (Hameroff and Penrose, 2014), where 
all the spaces of the states are unitarily equivalent (and thus physically 
equivalent). 

As said, the NG boson waves (the long-range correlation waves) 
consequent to the spontaneous breakdown of symmetry act so as to 
facilitate the interactions among neurons, glia cells, and other cellular 
biological entities, synapses formation, axon and dendritic inter-
connections resulting in the formation of neuropil and cortical/ 
subcortical interactions, all of it allowing firing patterns in amplitude 
and phase modulated (AM and PM) assemblies of myriad neurons, as 
observed in laboratories. The dynamical scenario is such that one 
cannot consider solely pulses or solely wave fields in the description 
of the brain activity. One must consider both of them. On the other 
hand, ‘the modeling of burst propagation and their associated waves 
can become increasingly complex as the number of overlapping 
patterns increases. In such a case, theoretical frameworks that allow 
keeping track of the creation and annihilation of propagation waves, 
inspired for example from Quantum Field Theory, may likely become 
very useful tools’ (Leleu and Aikara, 2016). An explicit computational 
example is provided in Freeman et al. (2015), where data from neurol-
ogical processes, such as impulse responses of the cortex to electric 
shocks (average evoked potentials), presenting Bessel-like functional 
distribution, have been studied. This is also consistent with the 
analysis (Wright, 2009) showing that ‘large-scale electrocortical field 
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[can be] treated as a linear wave medium, driven by intrinsic episodes 
of burst firing, as well as by extrinsic specific and non-specific inputs. 
The control and coordination of the global system can be then viewed 
as the interaction of the cortical and subcortical system, and of local 
bursting interacting with the background field’ (Wright, 2016). 

One may list specific QFT results which agree with laboratory 
observations. Some of these results are certainly described in neuro-
science at a phenomenological level by specific modelling or simula-
ting them by numerical analysis; however, they are not derived in a 
unified view from a basic dynamical model of the system, as instead it 
happens in the dissipative quantum model. The list of these dynamical 
results includes, besides the ones mentioned in the text: coexistence of 
physically distinct AM patterns in distinct frequency bands, the rapid 
onset of AM patterns into (irreversible) sequences, duration, size, and 
power of AM patterns are decreasing functions of their carrier wave 
number k, the insurgence of a phase singularity associated with the 
abrupt decrease of the order parameter and the concomitant increase 
of spatial variance of the phase field, etc. (Freeman and Vitiello, 2006; 
2008; 2010; 2016). 

The question still remains as to why one could not simply use 
classical field theory, but has to work instead with quantum field 
theory. Apart from the mentioned fact, which cannot be ignored, that 
the basic system components are quantum units, the problem is that, 
as mentioned in the text and in Appendix A, there is no classical 
physics approach, based on analytic, mechanical, or statistical 
analysis, or even numerical simulation, able to describe the change of 
scale from the molecular quantum microscopic dynamics to the 
macroscopic ordered functional activity so highly efficient and sharply 
tuned, with so sophisticated a level of organization. One of the most 
relevant features of QFT with spontaneous breakdown of symmetry is 
the possibility to obtain dynamically the formation of coherent states. 
These are characteristic of quantum dynamics, not of classical dyna-
mics. Coherence is crucial since it accounts for the brain’s functional 
macroscopic stability against its fluctuating microscopic activity. 
Indeed, quantum fluctuations ΔN become negligible in coherent states 
since ΔN/N ≈ 1/|α|, with α denoting the degree of coherence. We have 
in fact large N in coherent states (so that ΔN << N, indeed, and N = 
|α|2), which then requires the use of fields. Thus we need a quantum 
field with a coherent dynamics. 

In conclusion, coherence in QFT allows the possibility that the state 
of the system as a whole may be described by classical fields, i.e. 
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independent of quantum fluctuations (typically called order para-
meters). This is the ‘change of scale’ mentioned above (Appendix A), 
from micro to macro: the coherent quantum dynamics manifests itself 
at the level of the cellular biochemical activity of neurons, synapses, 
and glia cells observed in laboratories. In other words, at the level of 
the classical behaviour of the system as a whole. This is the sense 
(‘quantitatively’ well defined) of Schrӧdinger’s words on the 
distinction between the two ways of producing orderliness 
(Schrӧdinger, 1944/1967, p. 80): ordering generated by the ‘statistical 
mechanisms’ and ordering generated by ‘dynamical’ interactions, 
‘…it needs no poetical imagination but only clear and sober scientific 
reflection to recognize that we are here obviously faced with events 
whose regular and lawful unfolding is guided by a mechanism entirely 
different from the probability mechanism of physics’ (ibid., p. 79). 
Schrӧdinger’s statement is therefore a ‘technical’ remark, not an arro-
gant one, stressing that the attempt to explain biological functional 
stability in terms of the regularities of statistical origin would be the 
‘classical physicist’s expectation that far from being trivial, is wrong’ 
(ibid., p. 19). In Appendix A it was recalled that the transition from 
micro to macro is indeed a quantum dynamical result, not attainable 
in a classical physics approach. As said in the text, in the dissipative 
quantum model, brains are not quantum systems, they are macro-
scopic quantum systems, namely systems whose classical functional 
behaviour cannot be understood without recourse to the basic 
dynamics of their quantum components. Such a state of affairs is what 
offers to us current theoretical physics, it is not at all something 
‘exotic’: coherent QFT is experimentally well verified in all the 
systems exhibiting ordered patterns, in a wide range of temperatures 
and boundary conditions; examples are crystals, magnets, super-
conductors, etc., many phenomena in elementary particle physics and 
cosmology; all of them are understood as classically behaving macro-
scopic quantum systems and phenomena. Our modelling suggests that 
living matter systems, including brains, are classically behaving 
macroscopic quantum systems, in the specific sense stated above. 

Details of the QFT formalism of the dissipative model can be found 
in Vitiello (1995) and in subsequent papers (Freeman and Vitiello, 
2006; 2008; 2010; 2015; Freeman et al., 2012; Alfinito and Vitiello, 
2000; Pessa and Vitiello, 2003; 2004; Capolupo, Freeman and 
Vitiello, 2013; Vitiello, 2015a,b). Here, in Box 1 and Box 2, a few of 
the characterizing features of the model’s formalism are briefly 
summarized. Spontaneous breakdown of the rotational SU(2) dipole 
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symmetry generates the NG modes (the dipole wave quanta (DWQ) 
modes). Considering then that the global phase symmetry (the U(1) 
gauge symmetry) survives the SU(2) breakdown (Del Giudice et al., 
1985; 1986), one can show that the doubled fields introduced in the 
doubling process actually play the role of the gauge field as in the 
conventional gauge theory paradigm of QFT (Celeghini et al., 1992; 
1993). As shown in Box 2, the connection with free energy and its 
minimization is built into the model and it appears to be crucial for the 
dynamical description of the brain’s functional activity. This is 
described by trajectories through the brain states at time t; in each one 
of these states, in the quasi-equilibrium approximation, free energy is 
minimized. 
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