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ABSTRACT

An automatic object extraction method is proposed exploiting the rich
mathematical structure of quantum mechanics. First, a novel
segmentation method based on the solutions of Schrödinger’s equation
is proposed. This powerful segmentation method allows us to model
complex objects and inherent structures of edge, shape, and texture
information along with the grey-level intensity uniformity, all in a
single equation. Due to the large amount of segments extracted with
the proposed method, the selection of the object segment is performed
by maximizing a regularization energy function based on a recently
proposed sub-segment analysis indicating the object boundaries. The
results of the proposed automatic object extraction method exhibit such
a promising accuracy that pushes the frontier in this field to the borders
of the input-driven processing only – without the use of “object
knowledge” aided by long-term human memory and intelligence.

Index Terms— Object extraction, image segmentation, Schrödinger’s
equation, and quantum mechanics.

1. INTRODUCTION

Object extraction in an image is a challenging problem since
segmenting an object needs a combination of various visual cues
such as texture information, distribution of the pixel intensities,
object boundaries and dissimilarity from other objects/regions.
Furthermore, the visual scenery may bear more than one object, or
partially occluded objects. Most of the object extraction techniques
presented in the literature relies on a supervised approach and/or
adopts a class-specific approach, hence requires a priori
information such as shape templates, manually selected ground-
truth information or object part models, see e.g. [1]-[6].A fully
unsupervised method which is not only restricted to a specified
dataset is required for general applications such as object
recognition, content-based image retrieval and object matching. In
order to achieve this goal, a robust and powerful segmentation
algorithm is needed. However, it is a known fact that the image
segmentation is an ill-posed problem [7], since one has to first
define what a meaningful region is. There are many segmentation
methods, each of which proposes a particular solution of this
problem, such as region-based [8]-[12], edge-based [13]-[16] and
texture detection [17]-[19] algorithms. All of these algorithms
suffer from various problems, such as seed selection, the region
merging criteria, the presence of the smooth edges, missing or
irregular textures, etc. These deficiencies result in unreliable and
often inaccurate object extraction. To remedy this, ideally, a robust
segmentation method combining the edge and intensity
information along with the ability to detect and use the texture
information, dissimilarity from the background and/or to model a
certain intensity distribution is thus required as an initial step.

In this study, first a novel segmentation method based on the
principals of the quantum mechanics (QM) is proposed. With an

extensive analysis, we shall show that it can overcome the
aforementioned problems of the classical segmentation algorithms.
QM inspired algorithms have been studied and proved useful in
various areas [20]-[23]. However, to the best of our knowledge,
this is the first attempt to model the image segmentation problem
in this domain. The proposed method can generate a massive
number of segmentation alternatives and some of them correspond
to the object or salient object parts. In order to select appropriate
candidates corresponding to the object of interest, we form a
regularization function, based on two terms: 1) the object region
and, 2) the object boundary both of which are valid assumptions
for rigid objects.

The rest  of the paper is  organized as follows: in Section 2,  a
brief introduction to QM is given in order to understand the
concept behind the proposed method. In Section 3, the proposed
segmentation method based on QM is explained and the
advantages of the method over typical segmentation algorithms are
analyzed. In section 4, the object extraction method proposed in
this study is explained in detail and the performance of the
proposed method is analyzed in section 5. Finally, Section 6
concludes the study and suggests topics for future research.

2. PRELIMINARIES

In order to get an understanding of the QM, which constitutes the
foundation of the proposed method; in this section we shall
summarize the four postulates which formalize the rules of the QM
concept. The details of the QM can be obtained from [26].

An observable is a physical quantity, such as energy,
momentum  or  mass  of  a  particle.  To  every  observable,  a
corresponding operator exists such that this operation on the
observable will yield the values of observables as follows:

=     (1)

where  is an operator and  is the eigenfunction (or wave
function) of  corresponding to the eigenvalue  . One of the
important operators in QM is the energy operator, i.e. the
Hamiltonian  , which is defined as:

= 2 + ( )   (2)

where  is the Planck’s constant,  is the 3D position vector and
( ) is a potential field on a particle with a mass of  . The

eigenvalue corresponding to the Hamiltonian is the energy of the
particle . Combining Eq. 1 and Eq. 2 gives the time-independent
Schrödinger’s equation which helps us to find the possible energy
values and corresponding wave functions of a particle of mass

 under a potential of ( ):

2 =  ( ) +    (3)

The set of wave functions  are orthogonal to each other and
each wave function describes a different state of the particle. The
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absolute square of a wave function defines the probability of a
particle to exist in a specific location for that state, hence the
following holds:

=1    (4)

3. THE PROPOSED SEGMENTATION METHOD

In this work, we consider the absolute square of a wave function
as a labeling vector for a segment, since this information is directly
related to the probability of occurrence of a particle in space where
0 and 1 correspond to background and foreground respectively.
Note that each pixel in an image is considered as a potential
field , ( , ) . Hence, each wave- (eigen-) function, ( , ) ,
represents a meaningful region (a certain set of pixels), which
corresponds to an imaginary quantum particle with a mass m being
at a certain energy level with a certain probability of occurrence,
basically satisfying Eq. (3). Therefore, solving the Schrödinger’s
equation will provide us with wave-functions representing
meaningful segments (in a sense of having the same quantum-
mechanical properties) in the image. In order to understand why
these segments are meaningful (i.e., that has the potential to
represent the object region); we now perform an extensive
mathematical  analysis.  First  let  us  multiply  both  sides  of  Eq.  3
with :

2 = ( )    (5)

Now, rewrite the Laplacian by the finite difference approach
as in [27]:

| = ( ) | | ( )    (6)

where  is the set of neighbours with the index , and | | is the
cardinality of, i.e the number of elements in . Combining Eq. 5
and Eq. 6, we obtain:

( ) | | ( ) ( ) = ( )
( )

   (7)

where M is the number of elements in . The left-hand side of this
equation is a measure of how similar the labels in a neighborhood
are, i.e. a measure of spatial coherence. Now consider that we have
given the potential  as the gray-level pixel intensities in a picture
as input. Then, the right-hand side is a measure of how close the
pixel values in a segment are to a constant value , hence to each
other. Hence, solution of the Schrödinger’s equation provides
segments whose spatial coherence is related with their pixel
similarity. Note that  (the mass of the particle) is a parameter of
regularization between the spatial coherence and intensity
similarity within a segment. A large mass selection will favor the
pixel similarity against spatial coherence.

Therefore, in the proposed segmentation algorithm, we put
gray-level pixel intensities in the potential function  .
Furthermore, by approximating the Laplacian as in Eq. 6, the wave
functions can be numerically calculated by solving the
eigenvectors of Hamiltonian operator in matrix form which is
defined as follows:

( , ) =

( ) + | |
2

2
 , =

       
2

2
,                       

      0 ,                 .  

   (8)

Since the size of H matrix  is  equal  to |  | x |  | , where | |
is the cardinality of  ,  and  in  this  case  is the gray level pixel
intensities of an image, performing a decomposition to calculate
the  eigenvectors  of  this  matrix  will  be  very  costly.  Instead  we
calculate the minimum and maximum eigenvalues with the power
iteration method [28], and then find the eigenvectors with

eigenvalues closest to a number of values regularly selected
between the minimum and maximum eigenvalues, with the inverse
power iteration method [29]. In this work, we empirically select
this number as 300.  Note that  the mass of the quantum particle is
the only parameter in the 2D time-independent Schrodinger’s
equation. The effect of the mass in this application is crucial in the
sense that it has a close relation to the scale in the proposed
segmentation algorithm, which will not be shown herein due to the
space limitations. In order to adopt a multi-scale approach, we
perform this for six different mass selections corresponding to six

/2  values uniformly assigned in an empirical range of [0.2,
1.2], ending up with 1800 eigenvector in total. Then, we threshold
the absolute square of the eigenvectors ( )  to obtain the
segments, where the threshold is empirically set to 10 . Before
going into details of the proposed object extraction method, we
show how this segmentation method is robust to noise and how can
it extract textures by analyzing a unique property of quantum
mechanics: Tunneling.

Figure 1: Tunneling of a particle through a 1-D barrier of
potential V in a potential distribution U(x).

In quantum mechanics, the tunneling effect allows a particle
to be present in a potential higher than its energy. The main idea is
that the particle can tunnel through a potential barrier higher than
its energy and reappear on the other side of the barrier (from left to
right)  with  a  small  probability  of  occurrence  (see  Fig. 1).The
reverse of this phenomenon also holds. The wave functions with
higher eigenvalues than the potential of the barrier are focused on
the barrier, which is logical if one considers the orthogonality
constraint on wave functions. These wave functions may also
occur in regions with low potential then their energy, but slowly
vanish similar to the above case. This unique property provides a
significant robustness against variations and disturbances such as
intensity and color changes, shadows, and noise on objects (see
Fig. 2). Furthermore, with tunneling through repeating parts of
textures, this algorithm can also extract textures as segments.
However, due to tunneling effect, object boundaries may not be
very accurate. Due to space limitations, an extensive analysis of
tunneling effect is omitted in this paper.

Figure 2: Object segmentation examples with tunneling effect.
Red arrows indicate the regions where tunneling occurs in-

between.

4. PROPOSED OBJECT EXTRACTION METHOD

There  are  a  massive  number  of  wave  functions  each  of  which
indicate a potential segment, and are extracted from the
Schrödinger’s equation. Some of these correspond to the object(s)
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in the image, whereas the others correspond to other meaningful
regions such as the (part of) background or specific object parts
with a certain structure. Hence, one should consider a number of
constraints to narrow down the selection to one or few proper
segments for a specific application, which is object extraction in
this work. In order to accurately select the one or few segment(s)
corresponding to the object, we rely on the basic rigid object
assumption, objects have boundaries and output of a multi-scale
edge detection (referred as sub-segments) algorithm proposed in
[24] is exploited and segments with largest encapsulation of edges
are searched. However, an area constraint should also be applied,
in order to avoid the bias towards large regions. To accomplish
this, we form the following regularization function and search for

 that maximizes:
= arg max  ( × ( , ) (1 ) × )    (9)

where, ( , ) is the ratio of the number of pixels of the sub-
segments (edge parts), SS, encapsulated by  to their total number,
and A  is the area of the segment represented by  unit-normalized
by the total image area. The parameter  is the weight in the
interval [0, 1] which controls the trade-off between the sub-

segment encapsulation, ( , ) and the area of the wave function.
By increasing  , one will favor the encapsulation of the sub-
segments and vice versa for the minimization of the area.

The optimal segment(s) that maximizes the objective function
in Eq. 9 with two weight settings: =0.5 and =0.7, are then
selected from 1800 segments extracted by proposed segmentation
method. To demonstrate the accuracy of the proposed object
extraction method the best 5 segments with the highest objective
function values for each weight setting are then taken into account.
As  a  result,  we  aim  to  show  that  the  object(s)  can  be  accurately
extracted within a total number of 2 (weights) x 5 (segments) = 10
segments.

5. EXPERIMENTAL RESULTS AND DISCUSSIONS

The experiments are conducted over an extensive set of images
from several datasets and personal image collections. Due to space
limitations,  we  can  only  put  few  results  in  this  paper  and  the
readers are referred to [25] for an extensive collection of images
and object extraction results.

Figure 3: (column-wise) Original images, 20 most relevant sub-segments, and two object extraction results. (row-wise) (A) 7
images with object(s) containing strong texture information or significant intensity/color variations. (B) 11 images with

complex object(s) and a uniform background. (C) 12 images with complicated sub-segments.

First, we analyze the performance of our algorithm, i.e.
ability to extract the object in the image within the best 10
segments. Figure 3 contains images having objects with (A)
texture, (B) complex structure, color varieties, (C) complicated
edge information. As explained above, due to tunneling effect,
textures and complex objects with color variations, with the
presence of noise and/or shadows on them can be extracted with
the cost of a certain inaccuracy on the object boundaries that are

often negligible. One can see such effects nearly in all the
examples in Figure 3. Furthermore, by the segment selection
method explained in Section 4, we achieve the object extraction
manually selected within the best 10 segments.

In order to compare our method with existing algorithms,
one should select the competitors as automatic, unsupervised,
and class independent object extraction algorithms or some well-
known segmentation methods for a fair comparison. For that, we
compare our method against the object extraction algorithm in
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[24] along with the GBIS [3] and KMCC [11] segmentation
methods. As observed from Figure 4, the competing methods
can achieve a reasonable segmentation/object extraction
performance only under certain circumstances, i.e. when some
certain assumptions and conditions are met for the image/object.
Therefore, it is fairly expected that an image, which is
straightforward to segment by one method can be infeasible with
another e.g. note examples in (1-3, 5, 7, 9, 10, 13-16).
Furthermore, in some of the examples such as (4, 6, 11), none of
the competitors are able to extract the object accurately
(over/under segmentation occurs) whereas the proposed method
achieves an elegant performance in all cases.

Finally we perform an extensive evaluation over a total
number of 644 images collected from benchmark VOC datasets
[30] all of which usually include images with a salient object and
a cluttered background. For each image, we evaluate precision
(P) and recall (R) performance measures of the segment

maximizing the F1-score [31] among the 10 best segments
automatically selected with our algorithm. We also repeat the
same process for all 1800 segments, so that we can measure the
maximum performance one can achieve with the proposed
segmentation algorithm. The first and second order statistics
(mean,  and variance, 2) for the P and R performance
measures are listed in Table 1. It is evident from the average
Recall rate that the proposed segmentation technique can extract
the object segment in a high accuracy (>75%) even from images
with complex scenery/background. However, comparably lower

P indicates that the extracted object segment can have a certain
amount of non-object parts. Although, tunneling is a reason of
low precision, the cues used for object segment selection (edge
encapsulation and area restriction) are also not sufficient and
there  is  an  imminent  need  for  some  other  “objectness”  cues  in
order to select the right segment(s) extracted by the proposed
method as object(s) for better performance.

Figure 4: (A) Original images and object extraction/segmentation results from: (B) the proposed method (C) the method in
[24], (D) GBIS [3]  (E) KMCC [11].

Table 1: P and R statistics (  and 2) for the segment
maximizing the F1 score among the best 10 segments (first row),
and among all segments (second row).

Segments P R 2P 2R
Best 10 0.4214 0.7919 0.0582 0.0510
All 0.5847 0.7540 0.0527 0.0388

6. CONCLUSIONS

In this paper, we have demonstrated that the segmentation
problem can be efficiently and accurately modeled by the
quantum mechanics thanks to its rich mathematical structure and
unique properties. Particularly, it provides the basis and
resources needed for overcoming the severe problems and
limitations of classical segmentation methods. In fact the
proposed method is capable of providing a massive number of
segmentation alternatives, among which the proper segmentation
scheme  (that  is  the  model  or  criteria  that  one  seeks  to  perform
required segmentation) can be selected according to the problem

at  hand.  In  this  study,  the  focus  is  particularly  drawn  on
automatic object extraction, which is based on the proposed
segmentation method. In order to select the true segment(s) that
encapsulate(s) the object(s) of interest, we then adopted the sub-
segment analysis proposed in a recent work, which provides the
reliable information and the visual cue needed to select the
proper segment(s) among a massive number of candidates. An
extended set of experiments approve the accuracy and
superiority of the proposed object extraction method especially
on complex objects and scenes where recent state-of-the-art
segmentation or automatic, unsupervised and class independent
object extraction methods fail. This is due to the fact that the
proposed method achieves an “all-in-one” solution and thus
negates the need for designing/tuning the method with respect to
the object/image properties.

The proposed method may fail to extract the entire object if
the sub-segments are too noisy or unreliable, indicating a
significant complexity for both the object and the background.
Such cases sometimes constitute the limit of the automatic and
unsupervised methods.
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